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 A B S T R A C T

The interest in curtailing global warming has accelerated research in capturing and storing carbon dioxide 
(CO2), which accounts for 76% of all greenhouse gases. Considering the potential of capturing, storing, and 
transporting CO2 as hydrates, several researchers have performed molecular dynamics (MD) and experimental 
studies of the formation and dissociation of gas hydrates. Although these studies have illustrated essential 
mechanisms, such as the nucleation and growth of gas hydrates, we show that the small length scales of these 
studies limit them to processes smaller than the sizes of the domain simulated. To address this limitation, 
we performed MD studies of CO2 hydrate growth in systems that are two orders of magnitude larger than in 
previous studies. This allowed us to observe the trapping of CO2 nanobubbles within a growing solid hydrate 
for the first time. We computed the CO2 density in the trapped nanobubble and observed that it was 2.5 times 
its corresponding density in the solid hydrate, which indicates the potential to significantly increase the storage 
of CO2 (and other gases) in gas hydrates. The CO2 nanobubbles were bigger than the simulation domains used 
in most previous MD simulations of CO2 hydrates, indicating the importance of these large-scale studies.
1. Introduction

Gas hydrates are icelike crystalline solids that contain gas molecules 
caged within the ringed frameworks formed by hydrogen bonds in wa-
ter molecules. They are formed when water and certain gases co-exist at 
high pressures and low temperatures. They vary in structure depending 
on the pressure, temperature, and size of the gas molecule [1]. The 
three most common hydrate structures are s𝐼 , s𝐼𝐼 , and s𝐻  structures. 
Of these three, CO2 mostly forms the s𝐼  hydrate structure in nature. 
Although only eight CO2 molecules are trapped within each unit s𝐼
hydrate structure, these hydrates have drawn considerable interest 
from several researchers because of their massive gas storage poten-
tial [2]. Like methane hydrates, each m3 of a CO2 hydrate can store 
120–180 m3 of CO2 [1]. So, in addition to the obvious economic 
potential of commercially producing methane with or without injecting 
CO2 into geological formations or marine sediments containing natural 
gas hydrates [3], several publications [4,5] have discussed the potential 
of CO2 sequestration in these hydrates.

There is a consensus on the considerable change in global climate 
based on the interpretation of surface and satellite data and global 
earth models from several independent research groups [6]. Of the 
different changes in the global climate, the change in the average 
temperature is one of the most robust observations that appear to be 
strongly linked with the anthropogenic emission of greenhouses from 
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the combustion of fossil fuels [7]. The observed steady increase in the 
average temperature of each decade since 1960 and its effects (such 
as the rising sea levels, more severe weather, floods, and the melting 
of the world’s ice sheets and permafrost) has triggered global attention 
over the last decade. So, several researchers have proposed different 
technologies that focus on the capture, utilization, and underground 
storage of large volumes of carbon dioxide (CO2), which accounts for 
approximately 76% of the total greenhouse gas emissions [8].

One of the most common targets for the underground storage of 
large volumes of CO2 is in deep geological formations with sealing 
cap rocks, which curtail the upward migration of the CO2 plume. 
Other trapping mechanisms that keep the injected CO2 within the 
subsurface include its dissolution in water and chemical reactions with 
certain minerals in the rock to form other stable minerals. Of these 
different trapping mechanisms, the most reliable one for the permanent 
sequestration of CO2 in the subsurface is the chemical mineralization of 
the injected CO2 [9]. However, it is a prolonged process that typically 
occurs over hundreds or thousands of years. So, several researchers 
have raised the concern of CO2 potentially migrating more quickly to 
the surface (through faults, fractures, and joints, which are prevalent 
in subsurface rocks) based on 3D seismic data [10,11]. To address 
this concern, a few researchers [12,13] have proposed the idea of 
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trapping CO2 as an icelike solid formed when the rising CO2 plume 
in these water-saturated rocks gets into the gas hydrate stability zone 
(GHSZ). These solid hydrates are capable of plugging the pore space 
and effectively curtailing the flow of fluids in porous media [13].

Oceans account for over 70% of the earth’s surface. With 38,000 
Giga tonnes of dissolved inorganic carbon, they are the largest natural 
carbon sinks [14]. Therefore, a few researchers [15,16] have suggested 
injecting CO2 into the seawater, which is less dense than liquid CO2 at 
depths over 2800 m. So, the CO2 is expected to sink to the sea floor and 
form a lake of liquid CO2. There is currently no plan to commercialize 
this idea because of the environmental concern that the liquid CO2 will 
dissolve in the seawater (aided by ocean currents) and adversely affect 
the marine life and ecosystem [17–19]. Considering the safe storage 
of methane as hydrates in large amounts over millions of years in the 
permafrost and ocean sediments, some researchers have suggested the 
oceanic sequestration of CO2 as solid hydrates to address the limitations 
of liquid CO2 storage in oceans [20,21]. The CO2 hydrate can be formed 
by injecting CO2 into the sea at the hydrate stability zone. It could also 
be formed onshore before shipping to the ocean, where it is sunk to the 
sea floor by buoyancy [22–24].

The significant potential for storing CO2 as hydrates in seawater, 
under the seafloor, in the permafrost, and in depleted gas fields [25] 
has resulted in the increased research interest in studying the thermo-
dynamic stability of CO2 hydrates. However, to develop commercially 
viable technologies for the large-scale formation of CO2 hydrate, it 
is necessary to understand the kinetics of CO2 hydrate formation. 
To this end, some researchers [3,12] have performed laboratory ex-
periments that allow the macroscopic observation of the growth of 
gas hydrates. Kondori et al. [2] indicate that experimental studies of 
the thermodynamic stability and kinetics of CO2 hydrate formation 
are often fraught with problems, inaccuracies, and complications that 
border on the control and monitoring of hydrate formation at the high 
pressures and low temperatures required to form gas hydrates. There-
fore, several researchers have performed molecular dynamics (MD) 
simulations to obtain valuable insights on the thermodynamic stability 
and kinetics of CO2 hydrate formation/dissociation to avoid these 
limitations [2]. Unfortunately, the problem of scale difference between 
experiments and MD simulations has led to gaps in our understanding 
of this natural multiscale problem of hydrate formation kinetics.

Various researchers have performed equilibrium MD simulations of 
gas hydrates to study how they form [26] and dissociate [27]. Most 
of these studies use all-atom models (AAM) like the TIP4P-ice [28] to 
account for the long-range electrostatic interactions in water. The ele-
mentary physical model 2 (EPM2) [29] or TraPPE [30] models, which 
are also AAM models, are typically used to model CO2 interactions, and 
the Lorentz–Berthelot [31,32] mixing rule is used to account for the 
CO2–water interactions. These models have been used to study the nu-
cleation and growth mechanisms of CO2 hydrates, [33,34] investigate 
in-situ methane recovery via CO2 injection in methane hydrate reser-
voirs, [35,36] and the effect of hydrophilic and hydrophobic surfaces 
on CO2 hydrate formation. [37,38] However, using AAMs typically 
limits the scale of such MD studies to the scale of nanometers and 
nanoseconds because there are at least five water molecules to every 
gas molecule in a CO2 hydrate. Therefore, previous MD studies of CO2
hydrates are limited to very few hydrate cages. This size limitation 
implies that certain physical mechanisms on scales larger than the 
simulation boxes used in the literature will not be observed in such 
studies.

Considering the prevalence of water in the universe and the ne-
cessity to model natural systems that contain large amounts of water, 
using AAMs is inadequate at the required length and time scales [39]. 
To address this limitation, several researchers have developed coarse-
grained or UAMs that allow the modeling of large systems accurately 
and efficiently. Molinero and Moore [40] proposed the monoatomic 
water (mW) model, which essentially calibrates the Stillinger–Weber 
(SW) potential [41] to model water–water interactions. It has been used 
2 
to reproduce the anomalies and structures in ice [42]. In addition to 
the water–water interactions, Jacobson and Molinero [43] calibrated 
the SW model for methane–water and methane–methane interactions 
and performed coarse-grained MD simulations of methane hydrate 
formation. Their calibration was achieved by tuning the SW model 
parameters to match the physical properties obtained from experiments 
and AAM results. They showed that the coarse-grained SW potentials 
are two to three orders of magnitude faster than atomistic force fields 
with Ewalds sums. This study uses the same mW model but a differ-
ent parametrization of the coarse-grained potential for the CO2–CO2
and water–CO2 interactions. So, the speedup from our coarse-grained 
simulation of CO2 hydrate formation is expected to be of the same 
magnitude.

In addition to modeling water as a single particle instead of multiple 
particles that represent its constituent atoms and massless charge, the 
SW model facilitates the modeling of larger scales in space and time 
because it avoids the computationally expensive calculation of long-
range electrostatic interaction between all pairs of atoms within the 
simulation domain. Using the SW model, we simulated a domain of 
96 nm × 12 nm × 12 nm in Adibifard and Olorode [44] and observed 
the formation of methane gas nanobubbles in the solid hydrates dur-
ing thermal dissociation. These nanobubbles appeared larger than the 
simulation domain used in most all-atom gas hydrate MD simulation 
studies. Unfortunately, no published mW model parameters exist for 
CO2–CO2 and CO2–water interactions in the literature. So, this work 
involves finding the optimum SW model parameters that match exper-
imental data in the literature. The tuned model is then used to perform 
coarse-grained MD studies of CO2 hydrate growth.

CO2 storage by weight percentage in pure sI hydrate crystal is only 
29.8%, while water accounts for the remaining 70.2%. Although this 
work focuses on molecular or interfacial studies of CO2 hydrate growth 
in the presence of CO2 nanobubbles, its macroscopic application will 
involve supplying more CO2 gas as the hydrate grows. So, the proposed 
nanobubble-enhanced CO2 hydrate storage could significantly increase 
the application of hydrate-based CO2 storage in CO2 transport, storage, 
and capture. The rest of this paper discusses the methods employed 
in calibrating the SW potential, describes the large-scale simulations 
performed, and presents and discusses the novel results obtained from 
this rigorous study of CO2 hydrate growth.

2. Materials and methods

This section discusses the general settings used in all the simulations 
performed in this work. Next, we introduce the SW potential used in 
all the coarse-grained MD simulations performed in this work. We then 
discuss our approach for calibrating the SW potential for CO2–CO2
and Water–CO2 interactions. This section ends with a discussion of the 
large-scale CO2 hydrate systems simulated and how we post-process the 
results from these simulations.

2.1. General simulation settings

We used periodic boundary conditions on all six boundary faces 
of the simulation domain. Although we focus on performing coarse-
grained (CG) MD studies to enable the study of large-scale molecular 
mechanisms, we also performed some all-atom (AA) MD simulations to 
validate the CG model parameters. We used a time step of 10 fs for the 
CG MD simulations. For the barostat, we used an anisotropic pressure–
length coupling in simulations containing solid hydrate crystals. In 
contrast, we used an isotropic pressure–length coupling in the sim-
ulations of liquid/gas systems. We used the Nosé–Hoover thermostat 
for the isothermal–isobaric (NPT) and canonical (NVT) ensembles and 
used the Nosé–Hoover barostat to keep the pressure constant in the 
NPT ensembles. The simulations used damping constant values of 1 
and 10 ps for the thermostat and barostat. A cutoff distance of 1.8𝜎
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was used, but the 𝜎 values were specified for each pairwise or non-
pairwise interaction. All simulations were initialized from replications 
of the s𝐼  hydrate unit-cell provided in Takeuchi et al. [45]. The next 
section details the CG intermolecular potential used in this work.

In the AA MD simulations, we used a time step of 1 fs and damp-
ing constant values of 0.1 and 1 ps in the Nosé–Hoover thermo-
stat and barostat. We used the EPM2-flex model with flexible bonds 
and angles [46] with a cutoff radius of 1 nm for CO2, whereas wa-
ter was modeled using the TIP4P/Ice model [28]. The Large-scale 
Atomic/Molecular Massively Parallel Simulator (LAMMPS) [47] was 
used to perform all MD simulations in this work.

2.2. Stillinger–Weber potential

The CG MD simulations performed in this work used the Stillinger–
Weber (SW) potential [41], which is a sum of pairwise/two-body and 
three-body interaction terms. Molinero and Moore [40] tuned this 
potential to obtain the monoatomic water (mW) model for representing 
water accurately and efficiently with a single particle. Mathematically, 
it is written as follows: 

𝐸 =
∑

𝑖

∑

𝑗>𝑖
𝛷2(𝑟𝑖𝑗 ) +

∑

𝑖

∑

𝑗≠𝑖

∑

𝑘>𝑗
𝛷3(𝑟𝑖𝑗 , 𝑟𝑖𝑘, 𝜃𝑖𝑗𝑘), (1)

where the two-body and three-body interaction terms, 𝛷2 and 𝛷3 are 
given as: 

𝛷2(𝑟𝑖𝑗 ) = 𝐴𝜖
[

𝐵( 𝜎
𝑟𝑖𝑗

)4 − 1
]

𝑒𝑥𝑝
(

𝜎
𝑟𝑖𝑗 − 𝑎𝜎

)

, (2)

𝛷3(𝑟𝑖𝑗 , 𝑟𝑖𝑘, 𝜃𝑖𝑗𝑘) = 𝜆𝜖
[

𝑐𝑜𝑠𝜃𝑖𝑗𝑘 − 𝑐𝑜𝑠𝜃0
]2 𝑒𝑥𝑝

(

𝛾𝜎
𝑟𝑖𝑗 − 𝑎𝜎

)

𝑒𝑥𝑝
(

𝛾𝜎
𝑟𝑖𝑘 − 𝑎𝜎

)

.

(3)

This model mimics the hydrogen-bonding structure of water by adding 
a penalty term (𝛷3) that encourages the tetrahedral configuration of 
water. The interaction term (𝜆) controls the degree of this penalization. 
The two critical parameters of this model are the size scale (𝜎) and 
energy scale (𝜖). The distance between the 𝑖th and 𝑗th particles is 𝑟𝑖𝑗 , 
whereas 𝜃𝑖𝑗𝑘 is the angle between the 𝑖−𝑗 and 𝑖−𝑘 position vectors. The 
constants 𝐴, 𝐵, 𝛾, 𝑎, and 𝜃0 are given as 7.049556277, 0.6022245584, 
1.2, 1.8, and 109.5◦, respectively [43].

The three-body interaction term is calculated only for the water–
water interactions, whereas 𝜆 is set to zero for CO2–CO2 and water–CO2
molecules. Although Jacobson and Molinero [43] calibrated the SW 
potential to experimental data to obtain the optimal model parameters 
for methane hydrate studies, there are no published SW potential 
parameters for CO2 hydrate studies. So, the following section discusses 
our efforts to address this limitation.

2.3. SW model calibration for CO2 hydrate simulation

The mW model was originally developed and tuned to reproduce 
the physicochemical properties of water. Molinero and Moore [40] 
provided the mW model parameters for water–water interactions as 
6.189 kcal/mol, 2.3925 Å, and 23.15 for the energy scale (𝜖𝑂𝑂), size 
scale (𝜎𝑂𝑂), and the interaction term (𝜆𝑂𝑂), respectively. The subscripts 
C and O represent CO2 and water molecules, respectively. Jacobson and 
Molinero [43] performed coarse-grained MD simulations of methane 
hydrate formation by calibrating the SW model to represent methane–
water and methane–methane interactions. To enable coarse-grained 
MD studies of CO2 hydrate growth, we discuss our approach to calibrate 
the SW potential to model CO2–CO2 and water–CO2 interactions in the 
following two subsections.
3 
2.3.1. Approach to calibrate the SW model for CO2–CO2 interactions
Considering that only water–water interactions are modeled as 

three-body interactions, the three-body interaction term is set to zero 
for CO2–CO2 interactions (𝜆𝑐 = 0). As in Jacobson and Molinero [43], 
other pairwise CO2–CO2 interaction parameters (A and B) were left 
unmodified. To find the optimal values for 𝜖𝑐𝑐 and 𝜎𝑐𝑐 , we used Latin 
Hypercube Sampling (LHS) [48] to generate multiple pairs of 𝜖𝑐𝑐 and 
𝜎𝑐𝑐 in different regions of the parameter space, as detailed in the Results 
and Discussion Section.

For each row in the experimental design matrix obtained from LHS, 
we computed the CO2 mass density (𝜌CO2

) and enthalpy of vaporization 
(𝛥𝐻𝑣𝑎𝑝). We performed NPT simulations of 64,000 CO2 molecules at 
22.3 atm and 258 K to obtain these two quantities. The mass density 
was obtained from LAMMPS as the ratio of the mass of all the CO2
atoms to the volume of the simulation domain. In contrast, the enthalpy 
of vaporization (𝛥𝐻𝑣𝑎𝑝) was estimated as follows: 

𝛥𝐻𝑣𝑎𝑝 = 𝐻𝑔(𝐺𝐸𝑅𝐺) −𝐻𝑙(𝜖𝑐𝑐 , 𝜎𝑐𝑐 ), (4)

where the enthalpy of the CO2 gas (𝐻𝑔) was computed using the 
GERG (Group Europeén de Recherches Gazières) 2008 Equation of State 
(EOS) [49], whereas the enthalpy of the CO2 liquid (𝐻𝑙) was calculated 
from molecular simulations.

To find the optimum values of 𝜖𝑐𝑐 and 𝜎𝑐𝑐 , we computed the absolute 
relative error (ARE) as the absolute value of the difference between the 
model estimates of 𝜌CO2

 and 𝛥𝐻𝑣𝑎𝑝, and their corresponding experimen-
tal values. These experimental values were obtained from Harris and 
Yung [29] at 22.3 atm and 258 K. The experimental values of 𝜌CO2

 and 
𝛥𝐻𝑣𝑎𝑝 are 1.0061 gr/cc and 12.07 Kcal/mol, respectively. We defined 
a Weighted Objective Function (WOF) by combining the AREs of 𝜌CO2
and 𝛥𝐻𝑣𝑎𝑝 using the Lagrange multiplier 𝑤𝛥𝐻𝑣𝑎𝑝.

: 

𝑊𝑂𝐹 = (𝑤𝛥𝐻𝑣𝑎𝑝.
)𝐴𝑅𝐸𝛥𝐻𝑣𝑎𝑝.

+ (1 −𝑤𝛥𝐻𝑣𝑎𝑝.
)𝐴𝑅𝐸𝜌CO2

(5)

By setting 𝑤𝛥𝐻𝑣𝑎𝑝.
= 0.8 in Eq.  (5), we assigned more weight to the 

enthalpy of vaporization because of its importance in accurately pre-
dicting phase change energies. To ensure accurate generation of CO2’s 
structural properties, we compared the CO2–CO2 Radial Distribution 
Function (RDF) obtained using the optimal SW potential parameters 
with the RDF generated using the all-atom EPM2-flex model Chen et al. 
[46]. The calculation of the RDF and its resulting plots are provided in 
Section S1 of the supplementary material provided. The results show a 
close match between the RDF of the coarse-grained SW and the all-atom 
EPM2 flex models.

2.3.2. Approach to calibrate the SW model for water–CO2 interactions
Finding the optimum values of 𝜖𝑜𝑐 and 𝜎𝑜𝑐 involves computing the 

free energy (F), enthalpy of dissociation (𝛥𝐻𝑑𝑖𝑠𝑠), CO2 solubility in 
water (𝑥CO2

), and dissociation temperature (𝑇𝑑𝑖𝑠𝑠). These properties 
were calculated for each pair of (𝜖𝑜𝑐 , 𝜎𝑜𝑐) and compared to their 
experimental counterparts. The experimental conditions used to opti-
mize the intermolecular potential parameters are overlaid as yellow 
and green dots on the CO2 hydrate phase plot in Fig.  1. These two 
experimental conditions lie along the Water-Hydrate-Gas (WHG) curve. 
We obtained the experimental values for the enthalpy of dissociation 
and CO2 solubility from Sabil et al. [50] and Chapoy et al. [51], 
respectively. The methods to compute these physicochemical properties 
from the coarse-grained MD simulations are explained as follows:

• Free Energy (F): For computational efficiency, we employed a 
non-equilibrium approach to compute the free energy of solid 
hydrates.Jarzynski [53] related the equilibrium free energy dif-
ference and the irreversible work along a non-equilibrium path 
connecting the two equilibrium states, as follows: 
𝛥𝐹 = −𝛽−1 ln 𝑒𝑥𝑝(−𝛽𝑊 𝑖𝑟𝑟), (6)

where 𝛥𝐹  is the equilibrium free energy difference, 𝛽 = 1∕(𝑘𝐵𝑇 ), 
𝑘  is the Boltzmann constant, 𝑇  is temperature, and 𝑊 𝑖𝑟𝑟 is the 
𝐵
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Fig. 1. Image shows an overlay of the experimental conditions used in calibrating the 
H2O-CO2 intermolecular potentials on the CO2 phase plot from Voronov et al. [52]. 
The green dot represents the experimental conditions for 𝛥𝐻𝑑𝑖𝑠𝑠 and 𝑇𝑑𝑖𝑠𝑠, whereas the 
yellow dot represents the experimental conditions for CO2 solubility.

irreversible work. The overline denotes the ensemble average of 
𝑒𝑥𝑝(−𝛽𝑊 𝑖𝑟𝑟). The free energy difference and the reversible work 
can be obtained from the ensemble average of the forward and 
backward irreversible works, as follows [54]: 

𝛥𝐹 = 𝐹2 − 𝐹1 ≡ 𝑊𝑟𝑒𝑣 = 1
2
[𝑊 𝑖𝑟𝑟

1→2 −𝑊 𝑖𝑟𝑟
2→1], (7)

where 𝑊 𝑖𝑟𝑟
1→2 and 𝑊 𝑖𝑟𝑟

2→1 are irreversible works calculated in 
forward and backward non-equilibrium transitions, respectively. 
We employed the Frenkel–Ladd path described in Khanna et al. 
[55] to calculate the free energy of CO2 hydrates, starting from 
the constrained Einstein crystals, as follows:

𝛽𝐹 =
𝑁
∑

𝑖
ln

(

𝛽𝑘𝑖𝛬2
𝑖

2𝜋

)3∕2

+ 𝛽 ∫

𝜆=1

𝜆=0

⟨𝑑𝑈
𝑑𝜆

⟩𝐶𝑀

𝜆
𝑑𝜆 − ln

⎡

⎢

⎢

⎢

⎣

⎛

⎜

⎜

⎜

⎝

𝛽

2𝜋
∑𝑁

𝑖
𝜇2𝑖
𝑘𝑖

⎞

⎟

⎟

⎟

⎠

3∕2
(

𝑉
𝑁𝑚𝑜𝑙

)

⎤

⎥

⎥

⎥

⎦

, (8)

where 𝐹  is the normalized free energy of hydrate, 𝑁𝑚𝑜𝑙 is the 
number of molecules, 𝑁 is the number of atoms, ℎ is the Planck’s 
constant, 𝑚𝑖 is mass of the 𝑖th atom, 𝑘𝑖 is the spring constant 
for the 𝑖th atom, 𝑉  is volume, 𝑈 = potential energy, and 𝜆 is 
a coupling parameter between 0 and 1. Superscript 𝐶𝑀 indicates 
that the computation is center-of-mass constrained, and symbol 𝛬𝑖

is defined as: 𝛬𝑖 =
(

𝛽ℎ2

2𝜋𝑚𝑖

)1∕2
. The integral ∫ 𝜆=1

𝜆=0

⟨

𝑑𝑈
𝑑𝜆

⟩𝐶𝑀

𝜆
𝑑𝜆 de-

notes the free energy difference between the CM Einstein crystal 
and the CM hydrate crystal. It is essentially the reversible work 
between the two states and is calculated from Eq.  (7) through 
non-equilibrium integration. The forward and backward 𝑊 𝑖𝑟𝑟

in Eq.  (7) are calculated by perturbing the potential energy of 
the system along the path parameterized by 𝜆 [56]: 

𝑊 𝑖𝑟𝑟
1→2 = ∫

𝑡𝑠

0
𝑑𝑡 𝑑𝜆

𝑑𝑡
𝜕𝐻
𝜕𝜆

. (9)

To determine hydrate’s free energy for each pair of (𝜖𝑜𝑐 , 𝜎𝑜𝑐), 
we simulated a supercell with 5 × 5 × 5 s𝐼  unit cells in the x, 
y, and z directions, respectively. We performed NPH simulations 
for 0.5 ns, using a Langevin thermostat to equilibrate the system 
to 250 K at a pressure of 33 atm. At this condition, we expect 
a CO2–water mixture to exist in the solid hydrate state based 
on Fig.  1 [52]. From the NPH simulations, we determined the 
4 
spring constants (𝑘𝑖 in Eq.  (8)) for CO2 and H2O molecules. Next, 
we performed NVE simulations to transition the system between 
the current state and the Einstein crystal in both forward and 
backward directions. The spring constants calculated in the NPH 
simulations were used to improve the accuracy and speed of the 
perturbation simulations. The energy differences were determined 
along the non-equilibrium paths and used to calculate the forward 
and backward irreversible works. The irreversible works were 
then used in Eq.  (7) to determine the center-of-mass constrained 
free energy difference, which is essentially the ∫ 𝜆=1

𝜆=0

⟨

𝑑𝑈
𝑑𝜆

⟩𝐶𝑀

𝜆
𝑑𝜆

term in Eq.  (8). Freitas et al. [56] provides further details on its 
implementation in LAMMPS.

• Enthalpy of Dissociation (𝛥𝐻𝑑𝑖𝑠𝑠): The enthalpy of dissociation 
of CO2 hydrates is essentially the difference between the enthalpy 
of a solid CO2 hydrate and that of its constituent liquid water 
and gaseous CO2 molecules. Mathematically, it is computed as 
follows: 
𝛥𝐻𝑑𝑖𝑠𝑠 = 5.75𝐻H2O(𝑙) +𝐻CO2(𝑔) −𝐻CO2⋅5.75H2O(𝑠), (10)

where 𝐻H2O(𝑙) represents the enthalpy of liquid water, 𝐻CO2(𝑔)
represents the enthalpy of gaseous CO2, and 𝐻CO2⋅5.75H2O(𝑠) corre-
sponds to the enthalpy of solid CO2 hydrate. To estimate 𝐻H2O(𝑙), 
we performed NVT equilibration for 2 ns, followed by a 10 ns NPT 
simulation of a system with 46,000 water molecules. For 𝐻CO2(𝑔), 
we performed NVT equilibration for 2 ns, followed by a 10 ns 
NPT simulation of a system with 2744 CO2 molecules. Finally, 
to estimate the enthalpy of the CO2 hydrate, we performed NVT 
equilibration for 2 ns, followed by a 10 ns NPT simulation of a 
supercell with 7 × 7× 7 s𝐼  unit-cells.
In addition to the coarse-grained MD simulations discussed, we 
performed three different AA MD simulations to determine the 
𝛥𝐻𝑑𝑖𝑠𝑠 components at the atomistic level. For 𝐻H2O(𝑙), we per-
formed NVT equilibration for 2 ns, followed by a 10 ns NPT simu-
lation of a system with 2944 water molecules. For 𝐻CO2(𝑔), we per-
formed NVT equilibration for 2 ns, followed by a 10 ns NPT simu-
lation of a system with 512 CO2 molecules. For
𝐻CO2⋅5.75H2O(𝑠), we performed NVT equilibration for 2 ns, followed 
by a 10 ns NPT simulation of a solid hydrate system with 2944 
H2O and 512 CO2 molecules.

• CO2 solubility in water (𝑥CO2
): To determine the CO2 solubil-

ity in water, we first generated a system of CO2 hydrates with 
20 × 4× 4 s𝐼  unit cells. We brought this system to equilibrium 
by running NVT and NPT simulations at 250 K and 33 atm. Next, 
we divided the simulation domain into four quarters (from left to 
right). We removed all the water molecules in the first and the last 
quarters and all the CO2 molecules in the middle of the domain. 
We then melted the entire system by performing NVT simulations 
at 450 K for 5 ns and obtained a water–CO2 two-phase mixture. 
Finally, we performed NPT simulations for 100 ns at the desired 
pressure and temperature conditions to obtain the CO2 solubility. 
Using the plots of the phase densities of water and CO2, the CO2
solubility in water (𝑥CO2

) was calculated in the water-enriched 
phase as follows: 

𝑥CO2
=

𝑛CO2

𝑛CO2
+ 𝑛H2O

=
𝑐CO2

𝑐CO2
+ 𝑐H2O

, (11)

where the second form of the equation is used because the molar 
densities of CO2 and water (𝑐CO2

 and 𝑐H2O) are readily obtained 
by dividing 𝜌CO2

 and 𝜌H2O by the molecular weights of CO2 and 
water, respectively. The symbol 𝑛 represents the number of moles.

• Dissociation Temperature (𝑇𝑑𝑖𝑠𝑠): We used the direct-coexistence
method [57] to determine the dissociation (melting or equilib-
rium) temperature (𝑇𝑑𝑖𝑠𝑠) of CO2 hydrate. To this end, we first 
created a system with 12× 6 × 6 s𝐼  unit cells of CO2 hydrates. 
We then melted only the first (left) and last (right) quarters of 
the simulation box by imposing a higher temperature of 450 
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K via a 100 ns NVT simulation that leaves the middle region 
intact. Finally, we performed several 0.6 μs NPT simulations at 33 
atm but at different temperatures to determine the temperature 
at which the hydrate/liquid interface remains stationary. This 
temperature is the dissociation temperature (𝑇𝑑𝑖𝑠𝑠) of the CO2
hydrate at the specified pressure.
In addition to estimating 𝑇𝑑𝑖𝑠𝑠 for CG systems, as described in the 
preceding paragraph, we estimated 𝑇𝑑𝑖𝑠𝑠 for the AA model in a 
similar manner. This involved creating an AA hydrate supercell 
with 8 × 4 × 4 s𝐼  unit cells. Next, we melted the first and last 
quarter of the simulation box by performing an NVT simulation 
at 450 K over only this region for 5 ns, leaving the hydrates in the 
middle region intact. Finally, we performed several 100 ns NPT 
simulations at the specified equilibrium pressure but at different 
temperatures to determine 𝑇𝑑𝑖𝑠𝑠.

The procedure to find the optimum values of 𝜖𝑜𝑐 and 𝜎𝑜𝑐 are sum-
marized as follows:

1. Generate 2000 pairs of 𝜖𝑜𝑐 (between 0.1 and 0.8) and 𝜎𝑜𝑐 (be-
tween 3 and 5) using LHS.

2. For each pair of 𝜖𝑜𝑐 and 𝜎𝑜𝑐 , compute the free energy and plot 
all 2000 pairs as a map against the 𝜖𝑜𝑐 and 𝜎𝑜𝑐 on the x- and y- 
axes.

3. Select two regions of low free energy based on the map created 
in (2) above. Using LHS for each region, generate at least 250 
new pairs of 𝜖𝑜𝑐 and 𝜎𝑜𝑐 .

4. Simulate all realizations in the LHS design matrix and generate a 
map of the enthalpy of dissociation (𝛥𝐻𝑑𝑖𝑠𝑠) in these two regions.

2.4. Large-scale CO2 hydrate simulation systems studied

After finding the optimal CG intermolecular potential parameters, 
we set up two large-scale simulations to study CO2 hydrate growth. 
In the first setup, which serves as the basis of most of the rest of this 
paper, we created a simulation box with 80 × 10× 10 s𝐼  unit cells of 
CO2 hydrate in x, y, and z directions, respectively. This results in a 
system with 432,000 molecules and an initial dimension of 96 nm ×
12 nm × 12 nm. The second setup consists of 160 × 20× 20 s𝐼  unit 
cells with an initial dimension of 192 × 24× 24 nm. Volumetrically, 
the second system is eight times larger than the base case, consisting 
of 3.456 million molecules.

To generate the initial configuration for hydrate formation simula-
tions, we first equilibrated the CO2 hydrate crystals at 33 atm and 250 
K via an NVT simulation for 500 ps, followed by an NPT simulation for 
1 ns. Next, we divided the simulation domain into four quarters (from 
left to right). We melted the first and the last quarters of the domain 
by running NVT simulations for 5 ns at a melting temperature (𝑇𝑚) 
higher than the dissociation temperature (𝑇𝑑𝑖𝑠𝑠) of CO2 hydrate at 33 
atm. This generated a multi-phase solid/liquid/gas system, which was 
the initial configuration for the subsequent large-scale NPT formation 
simulations. All NPT hydrate growth simulations were performed at the 
fixed pressure of 33 atm but variable formation temperatures (𝑇𝑓 ).

2.5. Post-processing of simulation results

In addition to using Visual Molecular Dynamics (VMD) [58] to visu-
alize the trajectories and Paraview [59] to map the simulation outputs 
over the intermolecular potential parameters, we developed in-house 
codes to post-process the simulation results. We developed a C++ code 
based on the GRADE algorithm [60] to detect and track the hydrate 
motifs in the simulation domain. We extended the GRADE algorithm 
to identify the 51263 cages, which are essential in the growth of s𝐼
hydrate structures, as explained in Walsh et al. [26]. The cage iden-
tification code is publicly accessible at https://github.com/UnconvRS/
CageIdentification, whereas other codes developed as part of this work 
5 
can be cloned at https://github.com/UnconvRS/CO2HydrateMD. To 
study the kinetics of CO2 hydrate growth, we track the evolution 
of the hydrate mass during the simulations using our open-source 
implementation of an approach [44] based on the template-matching 
algorithm [61]. Finally, we developed a Python package to extract 
and map the simulation outputs over the intermolecular potential 
parameters (𝜖 and 𝜎) on the 𝑥 and 𝑦 axes, respectively.

3. Results and discussion

3.1. CG CO2–CO2 potential parameters

This section presents the results of our efforts to calibrate the SW 
intermolecular potential for CO2–CO2 interactions. We generated 500 
different pairs of 𝜖𝑐𝑐 and 𝜎𝑐𝑐 using LHS as described in the previous 
section. These realizations covered a wide range of values (between 0.1 
and 0.8 Kcal/mol) for 𝜖𝑐𝑐 and (between 3 and 5 Å ) for 𝜎𝑐𝑐 . For each 
of these 500 realizations, we obtained 𝜌CO2

 directly from LAMMPS and 
computed 𝛥𝐻𝑣𝑎𝑝 as explained in Eq.  (4).

The maps in Fig.  2(a–c) show the plots of 𝐴𝑅𝐸𝜌CO2
, 𝐴𝑅𝐸𝛥𝐻𝑣𝑎𝑝

, and 
WOF against these 500 𝜖𝑐𝑐 and 𝜎𝑐𝑐 pairs at the vapor–liquid coexistence 
conditions of 22.3 atm and 258 K. The ARE map for 𝜌CO2

 indicates 
that the optimal 𝜎𝑐𝑐 is between 4.0 and 4.5 Å, whereas the ARE map 
for 𝛥𝐻𝑣𝑎𝑝 does not provide any constraint on the optimal range for 
𝜎𝑐𝑐 . 𝐴𝑅𝐸𝜌CO2

 indicates that the optimal 𝜖𝑐𝑐 value is greater than 0.5 
Kcal/mol, whereas 𝐴𝑅𝐸𝛥𝐻𝑣𝑎𝑝

 indicates that the optimal 𝜖𝑐𝑐 value is 
between 0.6 and 0.7 Kcal/mol. The WOF map mostly follows the trend 
for 𝐴𝑅𝐸𝛥𝐻𝑣𝑎𝑝

.
Learning from the ARE plots for the initial 500 LHS realizations of 

𝜖𝑐𝑐 and 𝜎𝑐𝑐 , we narrowed down the sampling range for these parameters 
to lie between 0.5 and 0.8 Kcal/mol for 𝜖𝑐𝑐 and between 3.9 and 
4.4 Å for 𝜎𝑐𝑐 . Using LHS, we generated 300 new pairs of 𝜖𝑐𝑐 and 
𝜎𝑐𝑐 over this refined region, computed their corresponding 𝐴𝑅𝐸𝜌CO2

, 
𝐴𝑅𝐸𝛥𝐻𝑣𝑎𝑝

, and WOF, and plotted them in Fig.  2-(d–f). Using the WOF 
map, we identified the optimal CG-SW potential parameters as 𝜖𝑜𝑝𝑡𝑐𝑐 =
0.64 Kcal/mol and 𝜎𝑜𝑝𝑡𝑐𝑐 = 4.25 Å for the CO2–CO2 interactions. The 
AREs for the optimal potential parameters are summarized in Table  1. 

3.2. CG Water-CO2 potential parameters

This section presents the results of our efforts to calibrate the 
SW intermolecular potential for water–CO2 interactions. We used the 
optimized CO2–CO2 interaction parameters obtained from the previous 
subsection in all the simulations performed to find the optimal water–
CO2 interaction terms. First, we generated the stability map of CO2
hydrates by mapping the free energy of hydrate crystals over 2000 
pairs of 𝜖𝑜𝑐 (between 0.1 and 0.8 Kcal/mol) and 𝜎𝑜𝑐 (between 3 and 
5 Å ). This stability map serves as a reference for refining the in-
termolecular potentials to match the experimental data available on 
the physicochemical properties discussed in the Materials and Methods 
Section.

The normalized free energy of the CO2 hydrate calculated from
Eq.  (8) at 33 atm and 250 K is plotted against 𝜖𝑜𝑐 and 𝜎𝑜𝑐 in Fig.  3. It 
indicates that the most stable hydrate structures lie within the wedge-
like region with the lowest free energy values. This region (referred 
to as Region I in Fig.  3) is bounded by 𝜖𝑜𝑐 values between 0.2 and 
0.3 Kcal/mol and by 𝜎𝑜𝑐 values between 3.0 to 4.5 Å. In addition to 
the minimization of the free energy, calibrating 𝜖𝑜𝑐 and 𝜎𝑜𝑐 involves 
matching other physicochemical properties (𝛥𝐻𝑑𝑖𝑠𝑠, 𝑥CO2

, and 𝑇𝑑𝑖𝑠𝑠). 
So, instead of simply focusing on Region I, we also selected a second 
region (Region II), which is bounded by 𝜖𝑜𝑐 values between 0.3 and 
0.8 Kcal/mol and by 𝜎𝑜𝑐 values between 3.0 to 4.5 Å. Using LHS, we 
generated 250 pairs of 𝜖𝑜𝑐 and 𝜎𝑜𝑐 in Region I and 1000 pairs in Region 
II.

The enthalpy of dissociation was calculated for all the 𝜖𝑜𝑐 and 𝜎𝑜𝑐
pairs in both regions and the 𝐴𝑅𝐸  was calculated relative to the 
𝛥𝐻𝑑𝑖𝑠𝑠

https://github.com/UnconvRS/CageIdentification
https://github.com/UnconvRS/CageIdentification
https://github.com/UnconvRS/CageIdentification
https://github.com/UnconvRS/CO2HydrateMD
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Fig. 2. The profiles in (a–c) present the (a) ARE of 𝜌CO2
, (b) ARE of 𝛥𝐻𝑣𝑎𝑝, and (c) ARE of the WOF over the preliminary force field region; whereas the profiles in (d–f) present 

the (d) ARE of 𝜌CO2
, (e) ARE of 𝛥𝐻𝑣𝑎𝑝, and (f) ARE of the WOF over the refined region.
Table 1
Summary of the 𝐴𝑅𝐸𝜌𝐶𝑂2

, 𝐴𝑅𝐸𝛥𝐻𝑣𝑎𝑝
, and WOF of the optimal CO2–CO2 potential.

 𝜖𝑜𝑝𝑡.𝑐𝑐
(Kcal/mol)

𝜎𝑜𝑝𝑡.
𝑐𝑐
(Å)

𝜌𝐶𝑂2

(gr/cc)
𝐴𝑅𝐸𝜌𝐶𝑂2
(%)

𝛥𝐻𝑣𝑎𝑝.
(Kcal/mol)

𝐴𝑅𝐸𝛥𝐻𝑣𝑎𝑝.

(%)
WOF
(%)

 

 0.64 4.25 0.9880 1.80 2.87 0.28 0.58  
experimental values from Sabil et al. [50]. The 𝐴𝑅𝐸𝛥𝐻𝑑𝑖𝑠𝑠
 is plotted 

against 𝜖𝑜𝑐 and 𝜎𝑜𝑐 in Fig.  4 for both regions. In general, Region II 
has a smaller minimum ARE of only 0.05% compared to the minimum 
6 
𝐴𝑅𝐸𝛥𝐻𝑑𝑖𝑠𝑠
 of 39.13% in Region I. The minimal ARE appears in a wedge-

like area for both regions, like in the free energy map presented in Fig. 
3.
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Table 2
Estimated 𝛥𝐻𝑑𝑖𝑠𝑠, 𝑥𝐶𝑂2

, 𝑇𝑑𝑖𝑠𝑠 values and corresponding ARE values for the optimum potential from Region I.
 𝜖𝑜𝑐
(Kcal/mol)

𝜎𝑜𝑐
(Å)

𝛥𝐻𝑑𝑖𝑠𝑠
(Kcal/mol)

𝐴𝑅𝐸𝛥𝐻𝑑𝑖𝑠𝑠

(%)
𝑥𝐶𝑂2

(mole  fraction)
𝐴𝑅𝐸𝑥𝐶𝑂2

𝑇𝑑𝑖𝑠𝑠
(K)

𝐴𝑅𝐸𝑇𝑑𝑖𝑠𝑠
(%)

𝛥𝑆𝑑𝑖𝑠𝑠
(cal/mole/K)

𝐴𝑅𝐸𝛥𝑆𝑑𝑖𝑠𝑠

(%)
 

 0.20 3.21 5.89 58.79 0.01473 3.76 289.0 2.68 20.35 59.86  
 

Fig. 3. This map shows the normalized free energy ( 𝐹
𝑁𝑘𝐵𝑇

) of CO2 hydrate crystals 
relative to the Einstein crystal (at 33 atm and 250 K) plotted against 𝜖𝑂𝐶 and 𝜎𝑂𝐶 .

Next, we selected multiple points from Regions I and II to determine 
the CO2 solubility (𝑥CO2

) atp = 11.85 atm and T = 274.83 K, as shown 
in Fig.  1. The calculated 𝑥CO2

 values were then compared to the exper-
imental 𝑥CO2

 values from Chapoy et al. [51]. Although the areas with 
low 𝐴𝑅𝐸𝛥𝐻𝑑𝑖𝑠𝑠

 values in Region II have lower values than in Region 
I, the 𝑥CO2

 values estimated for the points in Region I were generally 
more accurate than those from Region II. This is consistent with the 
results presented by Jacobson and Molinero [43] on calibrating the 
SW potential for coarse-grained methane hydrate simulation studies. 
Like Jacobson and Molinero [43], we prioritized accurate estimations 
of CO2 solubility over the free energy and 𝐴𝑅𝐸𝛥𝐻𝑑𝑖𝑠𝑠

 values because 
hydrate formation depends on the number of available gas molecules in 
water. So, the subsequent calculations of the dissociation temperature 
were limited to the promising points in Region I.

To estimate the dissociation temperature, we chose the intermolec-
ular potential with the lowest 𝐴𝑅𝐸𝑥CO2

 in Region I. We estimated 
the CO2 solubility using the density profile presented in Figure S2 of 
the supplementary material. The results obtained using the selected 
potential are summarized in Table  2. In general, the 𝜖𝑜𝑐 and 𝜎𝑜𝑐 values 
are much less than the 𝜖𝑐𝑐 and 𝜎𝑐𝑐 values. This lower value of 𝜎𝑜𝑐 can be 
attributed to the smaller effective radius of water molecules compared 
to CO2 molecules. 

From Table  2, we observe that this intermolecular potential has a 
low ARE in the CO2 solubility and dissociation temperature, but the 
ARE of the dissociation enthalpy is high. As explained in Jacobson and 
Molinero [43], it is impossible to accurately estimate both 𝛥𝐻𝑑𝑖𝑠𝑠 and 
𝑇𝑑𝑖𝑠𝑠 using a CG model because of the omission of the rotational term 
in the entropy of dissociation (𝛥𝑆𝑑𝑖𝑠𝑠). The entropy of dissociation is 
related to 𝛥𝐻𝑑𝑖𝑠𝑠 and 𝑇𝑑𝑖𝑠𝑠 as follows: 

𝛥𝑆𝑑𝑖𝑠𝑠 =
𝛥𝐻𝑑𝑖𝑠𝑠
𝑇

. (12)

𝑑𝑖𝑠𝑠

7 
Table 3
A comparison of AREs from CG and AA models.
 CG-SW AA-EPM2-flex/TIP4P-ice 
 𝜖𝑜𝑜 (Kcal/mol) 6.189 –  
 𝜎𝑜𝑜 (Å) 2.3925 –  
 𝜆𝑤 23.15 –  
 𝜖𝑐𝑐 (Kcal/mol) 0.64 –  
 𝜎𝑐𝑐 (Å) 4.25 –  
 𝜖𝑜𝑐 (Kcal/mol) 0.20 –  
 𝜎𝑜𝑐 (Å) 3.21 –  
 𝐴𝑅𝐸𝛥𝐻𝑑𝑖𝑠𝑠

58.79% 57%  
 𝐴𝑅𝐸𝑇𝑑𝑖𝑠𝑠 2.68% 0.7%  
 𝐴𝑅𝐸𝛥𝑆𝑑𝑖𝑠𝑠

59.86% 57%  

For completeness, we also reported the ARE in the enthalpy of dis-
sociation (𝐴𝑅𝐸𝛥𝑆𝑑𝑖𝑠𝑠

) in Table  2. Finally, we compared the performance 
of our optimal CG-SW intermolecular potential with the AA model 
discussed in the Materials and Methods Section. We used the same 
methods and techniques for calibrating the CG potential to determine 
the enthalpy of dissociation, dissociation temperature, and the entropy 
of dissociation in the AA system. The estimated values from the CG 
and AA systems are compared in Table  3. Although the AA model 
outperforms the CG model in 𝑇𝑑𝑖𝑠𝑠 estimation, it yields almost the 
same accuracy in estimating 𝛥𝐻𝑑𝑖𝑠𝑠. The AA model is only 2% more 
accurate than the CG model in estimating 𝛥𝑆𝑑𝑖𝑠𝑠. This indicates that 
our calibrated CG model is roughly as accurate as the AA model in 
capturing the changes in the molecular randomness due to hydrate 
dissociation. 

3.3. Large-scale CO2 hydrate growth studies

Using the optimized CG model parameters summarized in Table 
3, we performed several large-scale simulations to study CO2 hydrate 
growth. Table  4 summarizes our ten simulations and their correspond-
ing conditions and domain sizes. For the main (96 nm × 12 nm × 12 nm)
simulation box, we repeated these CG hydrate simulations starting from 
four different initial (velocity distribution) conditions. We refer to these 
repeated cases as simulation replicates for brevity. We simulated the 
first replicate at 250, 260, and 270 K, whereas the other three replicates 
were simulated at 250 and 260 K. This table shows that the pressure 
was maintained at 33 atm in all 10 cases. 

3.3.1. Analysis of CO2 hydrate growth at 250 K
Fig.  5 shows how the CO2 hydrate grows over time as the tem-

perature drops from the equilibrium temperature of 289 K (for the 
optimized SW potential) to 250 K. The first snapshot at 0 μs (in Fig. 
5a) shows the initial system configuration, whereas the last snapshot 
at 0.13 μs (in Fig.  5e) shows when the hydrate was fully formed and 
the interface was no longer moving. The other snapshots shown in 
Fig.  5(b,c,d) correspond to the times when 25%, 50%, and 75% of 
the hydrates in Fig.  5(e) were formed. A movie showing the growth 
of the hydrate over time at 250 K is provided at https://youtu.be/
11s3bdxaE7Q as Movie S1 in the supplementary materials. As expected, 
the solid hydrate grows outward from the solid region bounded by the 
dotted yellow lines towards the fluid region. The results indicate that 
the CO2 nanobubbles on either side of the solid hydrate get trapped 
within the hydrate as the hydrates grow to engulf it.

https://youtu.be/11s3bdxaE7Q
https://youtu.be/11s3bdxaE7Q
https://youtu.be/11s3bdxaE7Q
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Fig. 4. This figure shows the map of the 𝐴𝑅𝐸𝛥𝐻𝑑𝑖𝑠𝑠
 in (a) Region I and (b) Region II at 33 atm and 250 K.

Fig. 5. These results show the snapshots of the molecular trajectories for case 1 when (a) 0%, (b) 25%, (c) 50%, (d) 75%, and (e) 100% of the hydrates are formed. Cyan spheres 
represent water molecules, orange spheres represent CO2 molecules, and the dotted yellow lines indicate the location of the initial solid/liquid interface.
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Table 4
Summary of the CG MD simulations performed to study CO2 hydrate growth.
 𝑝 (atm) Box dimensions 

(nm x nm x nm)
Replicate 𝑇𝑚(K) 𝑇𝑓 (K) Case 

 

33

96 × 12 × 12

1 450
250 1  

 260 2  
 270 3  
 2 465 250 4  
 260 5  
 3 480 250 6  
 260 7  
 4 495 250 8  
 260 9  
 192 × 24 × 24 1 450 250 10  

To the best of the authors’ knowledge, the observation of the 
trapping of CO2 nanobubbles within a solid hydrate during hydrate 
formation has never been reported in the literature. This could be 
attributed to the fact that the nanobubble is bigger than the simulation 
domain used in most of the previous all-atom MD simulations of gas 
hydrates. To understand the mechanism by which the nanobubble gets 
trapped, Fig.  6 provides a closer look at the results from the case 
presented in Fig.  5. At t=0, the CO2 nanobubble is surrounded by water 
with dissolved CO2 molecules, and the initial solid/liquid interface is at 
the position of the dotted yellow line in Fig.  6(a). As time evolves and 
the temperature drops from the equilibrium temperature of 289 K to 
250 K, hydrates begin to form, and the solid/liquid interface advances 
to the right side of the nanobubble. The dissolved CO2 molecules also 
reorient themselves around the CO2 nanobubble as in Fig.  6(b). Looking 
to the right side of the nanobubble, we notice the formation of both 
fully occupied and partially filled gas hydrate structures. This indicates 
that the rate of hydrate growth is faster than the mass rate at which the 
CO2 is transferred to the growing hydrate interface. A movie showing 
the close-up view of the CO2 hydrate growth over time is provided 
at https://youtu.be/bys1YtrAfuY as Movie S2 in the supplementary 
materials.

As detailed in Section S-4 of the supplementary file, we computed 
the mass density of the CO2 in the trapped nanobubble and that in 
the s𝐼  hydrate structure at t = 0 ns, and obtained 0.95 gcc and 0.38 
gcc, respectively. So, the amount of CO2 (per unit volume) trapped 
as a nanobubble within the solid hydrate is 2.5 times its standard 
amount in a s𝐼  hydrate. This implies that the storage potential of CO2
in hydrates could be significantly enhanced by forming and trapping 
CO2 nanobubbles within the solid hydrate cages.

In addition to the results presented for case 1, Figures S4 and S5 and 
their corresponding movies (Movies S3 and S4) in the supplementary 
material present the corresponding snapshots of the hydrate growth 
for cases 2 and 3. By comparing the results for cases 1 through 3, 
we obtained insights into the effect of temperature on CO2 hydrate 
growth. Although these three cases had the same initial configuration, 
they were subjected to different temperatures (250, 260, and 270 K). 
As expected, the rate of hydrate growth was faster at 250 K than at 260 
K, which was faster than at 270 K.

3.3.2. Verification of nanobbuble trapping in solid hydrates
Considering the significance of our observation of the trapping of 

CO2 nanobubbles within the solid hydrate, this section focuses on veri-
fying that the observation is reproducible at different initial conditions 
and in larger simulation domains. To this end, we repeated the coarse-
grained simulations using different initial conditions by melting the left 
and right quarters at various temperatures (𝑇𝑚), as shown in Table  4. 
Hydrate growth at 270 K was very slow (as shown in Figure S5), so the 
replicates were set up only at 250 and 260 K. The seed used to initialize 
9 
the velocity was also changed in each replica to ensure randomness. 
Cases 4, 6, and 8 are the replicas of case 1 at 250 K, whereas cases 
5, 7, and 9 are the replicas of case 2 (presented in Figure S4) at 260 
K. Visualizing these cases shows that CO2 nanobubbles were trapped 
within the solid hydrate in all replicates with CO2 nanobubbles after 
melting the left and right regions of the domain.

In addition to verifying nanobubble trapping in the solid hydrate 
by analyzing the effect of different initial conditions, we simulated a 
system eight times larger than the domain used in cases 1 to 9. The 
number of s𝐼  unit cells in the supercell of case 10 is 160 × 20 × 20 
in the x, y, and z dimensions, respectively, resulting in a system with 
initial dimensions of 192 × 24 × 24 nm. To our knowledge, this is by 
far the largest MD simulation performed for gas hydrate studies. The 
molecular trajectories presented in Fig.  7 justify the trapping of CO2
nanobubbles within the newly formed hydrate also in this large-scale 
simulation. Therefore, the verification studies indicate that the trapping 
of CO2 nanobubbles within solid hydrates is not limited to a few initial 
configurations or small domains.

4. Conclusions

We calibrated the Stillinger–Weber potential using experimental 
and all-atom MD simulation results to accurately and efficiently model 
CO2–CO2 and Water–CO2 interactions. The calibrated coarse-grained 
model was used to perform several large-scale MD studies of CO2
hydrate growth. A rigorous analysis of the simulation results indicates 
that:

1. CO2 can be trapped as nanobubbles within the growing solid 
hydrate.

2. the CO2 density in the nanobubble was 2.5 times that in the 
solid hydrate, which indicates the game-changing potential of 
increasing hydrate-based CO2 storage via nanobubbles.

3. At temperatures of 260 K or lower, we observed that the CO2
hydrate growth rate was faster than the rate at which the CO2
molecules diffused into the water.

4. the size of the CO2 nanobubble was larger than the simulation 
domain used in most of the previous CO2 hydrate studies. So, it 
is important to simulate large-scale systems to observe physical 
mechanisms occurring at scales larger than the typical all-atom 
MD simulation domains.
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Fig. 6. These images show a closer look into how the nanobubble on the left side of the left solid/liquid interface is trapped in case 1. Cyan represents water molecules, while 
orange represents CO2 molecules. The dotted yellow lines indicate the position of the solid/liquid interface at the specified time steps.
Fig. 7. Snapshots of the molecular trajectories for the first replicate of the larger simulation box (192 nm × 24 nm × 24 nm) atp = 33 atm and the sub-cooling temperature 
of𝑇 = 250 K at the beginning (a), middle (b), and the end of the simulation (c). Cyan spheres represent water molecules, orange spheres represent CO2 molecules, and the dotted 
yellow line locates the initial crystal/liquid interface.
Appendix A. Supplementary data

Supplementary material related to this article can be found online 
at https://doi.org/10.1016/j.mtsust.2025.101106.

Data availability

The codes developed as part of this study are openly available in the 
‘‘CO2 Hydrate’’ GitHub repository at https://github.com/UnconvRS/
CO2HydrateMD. Other related data are available on request.
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