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A B S T R A C T

There is a consensus that geologic hydrogen and CO2 storage as critical geo-energy technologies will play a 
significant role in meeting the 2050 net-zero global carbon emission target. However, the potential leakage of 
stored CO2 and hydrogen from the subsurface to shallower rocks or atmosphere through the faults/fractures 
expected in most subsurface rocks poses significant environmental and safety concerns. We propose reducing the 
permeability along these faults/fractures to curtail the gas leakage. This work presents the first-of-a-kind 
development of experimentally validated core-to-field-scale numerical models for studying the application of a 
biologically induced mineral precipitation (BIMP) technology to mitigate the leakage of the stored CO2 and 
hydrogen from these subsurface rocks. Further, we proposed a novel approach for estimating the field-scale CO2 
and hydrogen gas storage efficiencies of applied BIMP technology for sealing the fractures/faults that serve as the 
leakage pathways. Relative to the core-scale experiments, our numerical model showed an accuracy of 95 % in 
the permeability reduction. We quantified CO2 and hydrogen leakage through natural fractures at the field scale 
and observed a natural fracture permeability reduction of up to 100 % after the BIMP treatment for the fractures 
closest to the horizontal treatment well. Finally, the results after the BIMP treatment indicate an increase in the 
long-term CO2 storage efficiency from 50 % to 77 % over 1100 years relative to pre-treatment, while the BIMP 
treatment increases the efficiency from 65 % to 87 % for 25-year cyclic storage and production of hydrogen. In 
conclusion, this work presents the first experimentally validated core-to-field-scale model for the application of 
BIMP to improve storage efficiency.

1. Introduction

Geologic carbon dioxide storage or sequestration (GCS) is the process 
of storing carbon dioxide (CO2) in subsurface formations such as 
depleted hydrocarbon reservoirs, aquifers, and salt caverns [1–5]. GCS is 
needed to support decarbonization efforts, enhance energy security, 
mitigate climate change, and facilitate the transition towards low- 
carbon and green energy sources. Additionally, GCS plays a significant 
role in carbon capture and storage [5–17]. In this context, CO2, which 
accounts for ~80 % of all greenhouse gases, is captured from industrial 
processes or directly from the air and stored in various subsurface 
geologic formations [1–3,5,17,18]. GCS can significantly contribute to 
mitigating anthropogenic climate change by reducing the amount of 
CO2 released into the atmosphere [19–21]. Deep saline aquifers are 
permeable salt-water-bearing rocks with enormous potential for storing 

CO2 and other gases like hydrogen. However, they require careful 
monitoring to prevent gas leakage into shallower groundwater sources 
[22,23]. The importance of geologic gas (CO2 or hydrogen) storage 
extends beyond climate change mitigation. It also contributes to the 
transition to a more sustainable and green energy future by enabling the 
storage of renewable energy sources. Geologic hydrogen storage (GHS) 
involves storing hydrogen in underground formations, such as deep 
saline aquifers, depleted hydrocarbon reservoirs, or salt caverns [24,25]. 
Its advantages over surface storage include its smaller surface footprint, 
safety, minimal environmental impacts, longer operating lifetimes, 
higher pressures and storage volumes, and reduced investment costs 
[26–28]. Geologic CO2 and hydrogen leakage pose significant environ-
mental, safety, and efficiency concerns. CO2 leakage undermines the 
purpose of geologic storage because of the potential release of the stored 
gases back into the atmosphere.
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Various researchers have reported the potential of using biologically 
induced mineral precipitation (BIMP) to treat near-wellbore leakage, 
reduce gas–related corrosion in underground infrastructure, and lower 
the risk of unwanted migration of gases and other fluids in the subsur-
face [5,29–31]. However, most of these studies have focused on core- 
scale experiments, while a few have simulated idealistic reservoirs 
that contained no pre-existing fractures and ignored the magnitude of 
pressures induced during the BIMP process. The most popular BIMP 
technologies are microbially-induced carbonate precipitation (MICP) 
[5,15,29–31] and enzyme-induced carbonate precipitation (EICP) 
[32,33], and this current study focuses on using MICP as the biomin-
eralization technology. BIMP has been reported to seal fractures in oil-
well cement and to modify near-wellbore reservoir rock permeability 
[5,29,30,34]. In Phillips et al. [29], BIMP was adopted as a mitigation 
technology to seal high permeability regions around injection wells in a 
sandstone formation, and the result showed a significant permeability 
decrease with a range of 2 to 4 orders of magnitude in the sandstone 
studied. BIMP was further investigated in a sandstone formation to 
characterize a failed waterflood injection well and evaluate its potential 
to reduce permeability at the field scale [30]. The results show that after 
six days (144 h) of alternating injections of the microbes and cementa-
tion materials, the injectivity decreased by approximately 70 % [30].

To assess the long-term CO2 storage security and potential leakage in 
geologic formations, an experimental study [5,35] examined rock-CO2- 
microbial interaction and its implication for CO2 storage in carbonate- 
rich rocks. The work also evaluated the potential of BIMP as a post- 
injection remediation strategy to mitigate CO2 leakage and achieve 
long-term containment in carbonate formations. Findings in the work 
[35] suggested that without a post-injection treatment like BIMP, CO2 
could leak through carbonate reservoirs and potentially create future 
environmental concerns. Landa-Marbán et al. [36] numerically simu-
lated the critical processes involved in BIMP, and their results indicated 
that the BIMP technology can plug a leakage pathway at a considerable 
distance from the injection well. However, their purely numerical study 
focused only on CO2 leakage through a single vertical fracture and it did 
not address the high pressures induced because of the high injection 
rates and reduced permeability near the injection well. Unfortunately, 
these high pressures will curtail the application of these simulation re-
sults in the field because of the high risk of fracturing subsurface for-
mations when the pore pressure exceeds the minimum principal stress in 
the rock. So, there is a significant knowledge gap on how to apply field- 
scale BIMP treatment to curtail leakage through fractures/faults in the 
caprocks of geologic formations used for permanent CO2 sequestration 
or cyclic hydrogen storage and production.

Additionally, the approach presented by Landa-Marbán et al. [36] to 
quantify the effectiveness of a field-scale BIMP treatment was limited to 
estimating the CO2 leakage rate over 30 days through the single fracture 
in their model. Although the change in this leakage rate before and after 
BIMP indicates the effectiveness of the BIMP treatment, it is not a proxy 
for storage efficiency because a reduction in CO2 leakage rate over 30 
days does not indicate the prevention of gas leakage over the long du-
rations expected during GCS and cyclic GHS and production. To the best 
of the authors’ knowledge, there is no published approach to estimate 
the improvement in storage efficiency associated with BIMP.

This novel work is the first to: (a) propose experimentally validated 
core-to-field-scale numerical models for evaluating the potential of 
BIMP in curtailing leakage through fractured caprocks applicable to 
underground CO2 and hydrogen storage; (b) develop and propose an 
approach to estimate the field-scale CO2 and hydrogen gas storage ef-
ficiencies based on BIMP strategy. Most underground rocks are naturally 
fractured to an extent, and there is currently no technology to determine 
the location, size, and orientation of all fractures in the subsurface. So, 
our demonstration of the sealing of forty stochastic natural fractures 
(with arbitrary fracture properties) in a model fractured caprock illus-
trates the applicability of the BIMP in real fields. The following sections 
of this paper will discuss the materials and methods, experimental 

results, model validation against experimental data, and the field 
application of BIMP technology to curtail CO2 and hydrogen leakage.

2. Materials and methods

2.1. Experimental program

The laboratory experiments performed in this study were performed 
on subsurface limestone core samples. The core samples are permeable 
(2.46–3.30 mD) and porous (8–9 %) limestone rocks containing natural 
microfractures. The limestone core samples were cut sub-parallel to the 
bedding plane before testing and later saturated with brine for 24 h. The 
brine used is similar in composition to the formation water in the San 
Andres formation in the Central Basin Platform, USA, where the core 
samples were extracted.

The BIMP treatment used for the experiment presented in this study 
followed the established procedure for such treatment reported in 
Kolawole et al. [5,15,34]. The biological agent (microbe) used in the 
experimental BIMP treatment in this study is Sporosarcina pasteurii 
(ATCC® 11859™), an aerobic microbe that was grown with Luria Broth 
at 33 ◦C inside a Lab-Line 4628 Incubated Orbital Shaker at 220 rpm for 
24 h [5,35,37]. We prepared the microbial culture with distilled water to 
prevent the impact of salinity or impurities on the biomineralization 
process in rocks. The BIP treatment using Sporosarcina pasteurii involves 
the production of an enzyme called “urease” during its metabolism. This 
catalyzes the hydrolysis of urea [CO(NH2)2] to form carbonate (CO3

2− ) 
and ammonium (NH4

+) ions, which, in the presence of calcium ions 
(Ca2+), undergo a kinetic reaction to precipitate calcium carbonate 
(CaCO3, calcite mineral) crystals [5,15,31]. The BIMP process using 
Sporosarcina pasteurii is summarized as follows [5,15,34]: 

CO(NH2)2 +2H2O →urease 2NH4
+ +CO3

2− , (1) 

Ca2+ + cell→Cell⋅Ca2+, (2) 

Cell⋅Ca2+ +CO3
2− →Cell⋅CaCO3 (s). (3) 

We conducted the experimental study of the BIMP process using a 
Hassler-type core holder and a Volume-Pressure-Actuator (VPA) dual 
syringe pump to push distinct aqueous media into the core samples at 
high pressure and constant ultra-precise flow rate, as illustrated in the 
injection treatment schematic in Fig. 1. The cultured microbial solution 
(m) was first injected continuously for 24 h into the limestone core 
samples inserted firmly inside a rubber sleeve in the core holder. We 
injected the microbial solution at a constant injection rate of 5 ml/min 
with a 7.5 MPa confining pressure, after which the pump pressure was 
equilibrated to a value of 5.2 MPa. The core holder’s outlet and inlet 
valves were then shut in (Sm) for 1 h to allow the microbes to saturate the 
pores in the limestone core samples further. Next, we shut in the syringe 
pump’s outlet and connected the inlet valves of the core holder to the 
oxygen gas cylinder.

Using a high-pressure regulator mounted on top of the gas cylinder, 
we continuously injected oxygen (O) for 24 h to enable the growth of the 
aerobic microbe that invaded the pores and microfractures in the 
limestone core sample. We then shut the core holder’s inlet connection 
valve to discontinue the oxygen injection for 1 h. Next, we reopened the 
core holder’s inlet valve while simultaneously opening the syringe 
pump’s outlet valve to allow the injection of an equimolar cementation 
solution (u) of urea [CO(NH2)2] and calcium chloride (CaCl2) into the 
limestone core sample for 24 h. Finally, all the inlet valves into the core 
holder were shut in for 646 h (26.9 days) to allow the kinetic biomin-
eralization reaction to precipitate calcium carbonate crystals and com-
plete a 720 (30 days) BIMP treatment.

We measured permeability on the core samples before and after the 
BIMP treatment using nitrogen gas at 300 psi and with 30 psi pressure 
steps. We estimated the permeability of the core samples using the 
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modified Pulse Decay method from Brace et al. (1968) [38], as follows: 

α =
kA
μβL

(
1
V1

+
1
V2

)

, (4) 

where α is the slope of the decay on the plot of ln(ΔP/ΔP0) vs. time, k is 
the permeability, A is the cross-sectional area of the sample, L is the 
length of the sample, μ is the fluid viscosity, β is the isothermal gas 
compressibility at given temperature and pressure conditions, V1 is the 
downstream reservoir volume, and V2 is the upstream reservoir volume. 
If the downstream reservoir volume V1 is assumed to be constant 
throughout the test, the permeability can be estimated as follows: 

k =
αμβLV1

A
, (5) 

The next section presents the mathematical model developed to 
simulate the BIMP process at the core and field scales.

2.2. Bio-induced mineral precipitation model development

In this work, the mathematical model for BIMP focuses on oxygen 
and urea because they are the rate-limiting components in the microbial 
growth and cementation processes. This approach was adopted because 
it is more computationally expensive than fully coupled reactive trans-
port models.

2.2.1. Single-phase water flow equation
The equation governing the single-phase flow of water is the mass 

conservation equation, which is given as follows: 

∂ϕ
∂t

+∇.vw = qw, (6) 

where the water velocity (vw) is given by Darcy’s law as follows: 

vw = −
K
μw

(∇Pw − ρwg). (7) 

Here, ϕ is porosity, qw is the source or sink term, K is the absolute 
permeability of the rock, μw is water viscosity, Pw is pressure, ρw is water 
density, and g is the acceleration due to gravity.

2.2.2. Compositional transport equations
The movement of suspended microbes, oxygen, and urea in the 

porous medium is modeled using a set of advection-dispersion-reaction 
equations as follows: 

∂
(
Cξϕ

)

∂t
+∇.Jξ = Cξqw +Rξ, (8) 

where the dispersive flux (Jξ) of component ξ is given as: 

Jξ = − ϕDξ∇Cξ +Cξvw. (9) 

Here, component ξ represents microbes (m), oxygen (o), and urea 
(u), respectively. The symbol Cξ represents the mass concentration or 
density of component ξ in water, and Rξ and Dξ represent the reaction 
term and dispersion tensor for each component.

2.2.3. Dispersion model
The dispersion of the components (Dξ) in the reservoir is modeled as 

follows [39]: 

Dξ = ∝T‖v‖I+(∝L − ∝T)
v ⊗ v
‖v‖

+DξI, (10) 

where Dξ represents the effective diffusion coefficient for each compo-
nent, v = vw

ϕ is the interstitial velocity of the aqueous phase, and ∝T and 
∝L are the transverse and longitudinal dispersion coefficients.

Fig. 1. The schematic of the bio-induced mineralization treatment experiment.
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2.2.4. Solid-phase equations
The biofilm and calcite are considered immobile and part of the solid 

phase. So, their governing mass balance equations do not have a 
(convective or dispersive) flux term. They are given as follows: 

∂
(
ρχϕχ

)

∂t
= Rχ , (11) 

where χ represents the biofilm (b) and calcite (c) components, and ϕχ is 
the porosity associated with each component (χ). The symbols ρχ and Rχ 

represent the density and reaction term for each component (χ).

2.2.5. Evolution rate of suspended microbes
The rate of growth and loss of suspended microbes controls their 

evolution over time. Oxygen consumption and biofilm detachment 
(because of fluid flow) control microbial growth. In contrast, the mi-
crobes’ death (because of aging and the attachment of suspended mi-
crobes to the pore wall and biofilm) controls the loss of the suspended 
microbes. Combining these factors, the overall rate of change of the 
suspended microbes (Rm) is given as follows: 

Rm = cmϕ
(

Yμ co

ko + co
− kd − ka

)

+ϕbρbkstrϕ‖∇Pw − ρwg‖0.58
, (12) 

where μ is the maximum specific growth rate, ko is the half-velocity 
coefficient for oxygen, Y is the growth yield coefficient, kstr is the 
detachment rate, kd is the microbial death coefficient, and ka is the 
microbial attachment coefficient. The symbol ρb represents the biofilm 
density, co and cm represent the oxygen and microbial concentrations, 
and ϕb is the porosity associated with the biofilm. Mathematically, ϕb is 
equal to the ratio of the pore volume occupied by the biofilm to the bulk 
volume of the rock.

2.2.6. Oxygen consumption
The oxygen consumption rate (Ro) can be expressed as [40]: 

Ro = − (cmϕ+ ρbϕb) Fμ co

ko + co
, (13) 

where F is the ratio of the mass of oxygen consumed to the mass of the 
substrate used for microbial growth.

2.2.7. Urea conversion
The urea conversion rate (Ru) is estimated using the Monod equation 

[41,42]: 

Ru = − ρb ϕb μu
cu

ku + cu
, (14) 

where cu is the urea concentration, ku is the half-velocity coefficient for 
urea, and μu is the maximum urea utilization rate.

2.2.8. Mineral precipitation
In calcium-rich formations, the calcite precipitation rate (Rc) tends to 

be constrained by the relatively slower rate of ureolysis [43]. So, an 
efficient and accurate approach to estimating the calcite precipitation 
rate is to approximate it as the negative of the urea utilization rate [44]. 
This yields: 

Rc = ρbϕbYucμu
cu

ku + cu
(15) 

2.2.9. Biofilm evolution
The rate of biofilm evolution (Rb) is given as [36]: 

Rb = ρbϕb

[

Yμ co

ko + co
− kd −

Rc

ρc(ϕo − ϕc)
− kstrϕ‖∇Pw − ρwg‖0.58

]

+ cmϕka,

(16) 

where ϕc represents the porosity associated with the calcite. It is the 
ratio of the pore volume occupied by the calcite to the bulk volume of 
the rock.

2.2.10. Dynamic porosity
The pore spaces in the rock decrease over time because of the 

deposition of the biofilm and calcite, which are considered immobile 
and part of the solid phase. The increase in the amount of biofilm and 
calcite deposited over time results in a corresponding decrease in the 
dynamic or current porosity value (ϕ) as follows: 

ϕ = ϕo − ϕb − ϕc, (17) 

where ϕo is the initial porosity of the porous medium.

2.2.11. Porosity-dependent permeability
The dynamic permeability in this work is estimated from the dy-

namic porosity (ϕ) using the model presented in [45], which is given as: 

K =

⎧
⎪⎨

⎪⎩

[

Ko

(
ϕ − ϕcrit

ϕo − ϕcrit

)η

+ Kmin

]
Ko

Ko + Kmin
,ϕ > ϕcrit

Kmin, ϕ ≤ ϕcrit

, (18) 

where Ko represents the initial rock permeability, ϕcrit is the critical 
porosity at which the permeability reaches its minimum value Kmin, and 
η is a factor for adjusting the permeability-porosity relationship.

The governing single-phase flow, compositional transport, and solid- 
phase equations are discretized using the finite-volume method and 
solved for the changes in the primary variables (gas-phase pressure, 
water saturation, and molar concentrations of the microbes, oxygen, 
urea, biofilm, and calcite) in each timestep using Newton’s method. This 
work leverages the modules in the MATLAB Reservoir Simulation 
Toolkit (MRST) [46,47] to facilitate the numerical studies performed, 
and the developed model is generally applicable to field-scale BIMP and 
incorporates all biologically-induced mineral precipitations and bio- 
cemented processes at in-situ reservoir conditions. Although this work 
mostly focuses on the simulation of the BIMP treatment, the last section 
evaluates the efficiency of the treatment by injecting either CO2 or 
hydrogen before and after the treatment. So, it is worth clarifying that 
we leveraged the two-phase gas-water model in the CO2 module in 
MRST to simulate the gas injection period. The primary variables in this 
model are the gas-phase pressure and water saturation.

3. Experimental results

After conducting the BIMP treatment discussed in Section 2.1, we 
observed a 67.2 % reduction in permeability from 12.5 × 10− 3 mD to 
4.11 × 10− 3 mD in Limestone sample 1, as shown in Fig. 2a. In Lime-
stone sample 2, a 43.97 % decrease in permeability from 14.03 × 10− 2 

mD to 7.86 × 10− 2 mD was recorded, as shown in Fig. 2b. These 
permeability reductions can be attributed to the precipitation of calcites 
in the pore spaces and microfractures in the limestone core. The sig-
nificant decrease in permeability (40 % - 70 %) suggests that the BIMP 
treatment can effectively reduce the permeability of a fractured porous 
medium. This result is consistent with previous studies [5,29,30], which 
reported a significant reduction in permeability in sandstone formations 
due to calcite mineral precipitation from BIMP treatment. The extended 
duration of the BIMP treatment for biomineralization might have 
contributed to the substantial decrease in permeability because it 
allowed sufficient time to form the biofilm and induce the calcite min-
eral precipitation. This calcite precipitation subsequently results in the 
occlusion of the pore spaces and microfractures in the fractured geologic 
medium.

The observed reduction in permeabilities from the experimental 
core-scale results provides supporting evidence for the effectiveness of 
BIMP as a technology to potentially seal off CO2 or hydrogen leakage 
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pathways in fractured caprocks. Therefore, BIMP treatment could help 
curtail CO2 or hydrogen migration out of storage reservoirs and enhance 
the security of GCS and GHS. Further discussions on laboratory-scale 
changes in hydraulic properties (permeability and porosity) of 
different rocks due to BIMP processes have been reported in the litera-
ture [5,15,34,35].

4. Model validation against experimental data

4.1. Core-scale simulation

We simulated a fractured cylindrical domain using unstructured 
Voronoi grids to validate the numerical BIMP model against the exper-
imental results presented in Section 3. Fig. 3a presents the mesh for the 
simulation domain, which shows the vertical fracture as a red plane. 

There are 20 layers and a total of 3003 cells in the simulation domain. In 
contrast, Fig. 3b shows the permeability in the matrix and fracture cells. 
The color map is consistent with the significant permeability contrast 
between the matrix and fracture. The model parameters are based on our 
experiments and are summarized in Table 1. We defer the discussion of 
our mesh sensitivity studies to Section 4.2, after describing how we 
compute the permeabilities used to decide the optimum mesh.

The top of the core was treated as the upstream end and modeled as a 
constant-pressure (Dirichlet) boundary to mimic the experimental pro-
cedure. In contrast, the microbes, oxygen, and urea were injected at a 
constant rate into the cells at the bottom of the domain. The BIMP 
process was simulated in six steps, as shown in Fig. 4, but we also 
simulated a 24-hour injection of water at a fixed rate before and after the 
BIMP process. The idea is to estimate the average permeability of the 
sample from the injection rate and pressure difference across the sample 

Fig. 2. Permeability of the limestone core before and after the BIMP treatment.

Fig. 3. Simulation domain for the core-scale BIMP numerical model. The red plane represents the fracture. (For interpretation of the references to color in this figure 
legend, the reader is referred to the web version of this article.)
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at a steady state.
Fig. 5a–c presents the molar concentrations of the microbes, oxygen, 

and urea after 24 h of injecting each at molarities of 0.3 mol/m3, 0.03 
mol/m3, and 60 mol/m3, respectively. The results show that the injected 
solutions flow primarily through the fracture and diffuse further into the 
matrix during injection. So, the maximum values of the molar concen-
trations in Fig. 5a–c are approximately equal to their corresponding 
injection molarities within the fracture cells. As the BIMP process con-
tinues, these three molarities decrease in the sample, as shown in Fig. S1 
through S3 of the supplementary material provided. This is because the 
free microbes in the pores form an immobile biofilm (on the fracture 
face), which is regarded as a separate component in the solid phase. As 
the biofilm grows during oxygen injection, the concentrations of the 
microbes and oxygen in the pores decline.

Fig. 5d–f presents the profiles of the molar concentrations of the 
biofilm, calcite, and permeability after 30 days of BIMP treatment. As 
expected (shown in supplementary Fig. S4), the molarity of the biofilm 

increases from the beginning of the microbial solution injection until the 
beginning of the urea solution injection, where the biofilm molarity 
starts to decline, as the microbes die after reacting with urea to produce 
calcites. This is consistent with the increase in the molarity of the calcite 
(shown in Fig. S5) from the beginning of the urea solution injection until 
the end of the BIMP treatment. These calcites plug the void spaces in the 
fracture, leading to a reduction in the permeability of the sample. In 
addition to our calculation of the average permeability of the entire 
sample discussed in the next subsection, we also computed the evolution 
of the permeability in all simulation cells. The permeability at the end of 
the BIMP treatment is shown in Fig. 5f. The results show that the 
permeability decreases from the beginning of the urea solution injection 
to the end of the BIMP treatment. A comparison of the permeability 
before treatment (in Fig. 3b) to the permeability after treatment (in 
Fig. 5f) shows that the permeability in both the matrix and fracture 
decreases by an order of magnitude.

4.2. Comparison of the limestone core-scale simulation to experimental 
data

Considering that the experimental procedure discussed in this work 
yields the entire sample permeability before and after the BIMP treat-
ment, we need a procedure to estimate an average permeability from the 
core-scale simulation performed. Using a simple volume-weighted or 
harmonic averaging of the permeability of all the cells in the simulation 
domain could yield misleading results. This is because although a series 
averaging scheme applies to cells vertically on top of each other, it does 
not apply to cells in the same layer, which could be fracture or matrix 
cells. To accurately estimate the average permeability of the entire 
sample, we simulated single-phase water flow at a constant rate through 
the core for 24 h before and after the BIMP treatment. The idea is to 
obtain steady-state flow through the sample and extract the drop in 
potential (ΔΦ) across the sample from the numerical simulation model. 
The sample permeability is then calculated by making permeability the 
subject of the Darcy flow equation as follows: 

K =
q μ h

A (ΔP − ρgh)
, (19) 

where K, A, and h refer to the sample’s permeability, cross-sectional 
area, and height, whereas q and μ refer to the constant flow rate and 
viscosity of the water flowing through the sample.

Although most of the parameters in Eq. (19) are readily available 
from our simulation model, it is challenging to accurately estimate the 
pressure drop (ΔP) across the sample. The pressure at the top face of the 
sample was specified, but the fluids were injected into a thin bottom 
layer at a [39] rate. The bottom layer was made very thin and set to a 
high permeability value (same as the fracture permeability) to facilitate 
fluid injection without affecting the total fluid storage in the sample. 
Therefore, the bottom pressure to be used in estimating ΔP should be an 
average of the pressure in the layer above this thin bottom layer. The 
obvious averaging scheme to estimate this average pressure is volume- 

Table 1 
Outline of limestone sample model parameters.

Input data Value Unit

Porosity 0.07476
Permeability 1.974× 10− 17 m2

Sample radius 3 in
Sample height 1.5 in
Fracture porosity 0.3494
Fracture permeability 1.48× 10− 14 m2

Water viscosity 2.535× 10− 4 Pa-s
Water density 1045 kg/m3

Density (biofilm) 35 kg/m3

Density (calcite) 2710 kg/m3

Detachment rate 2.6× 10− 10 m/Pa-s
Diffusion coefficient (microbes) 2.1× 10− 9 m2/s
Diffusion coefficient (oxygen) 2.32× 10− 9 m2/s
Diffusion coefficient (urea) 1.38× 10− 9 m2/s
Dispersion coefficient (longitudinal) 1.0× 10− 3 m
Dispersion coefficient (transverse) 4.0× 10− 4 m
Fitting factor 3
Half-velocity constant (oxygen) 2.0× 10− 5 kg/m3

Half-velocity constant (urea) 21.3 kg/m3

Maximum specific growth rate 4.17× 10− 5 1/s
Maximum rate of urease utilization 0.0161 1/s
Microbial attachment rate 8.51× 10− 7 1/s
Microbial death rate 3.18× 10− 7 1/s
Yield growth coefficient 0.5
Yield coefficient (calcite/urea) 1.67
Oxygen consumption factor 0.5
Critical porosity 0.1
Minimum permeability 1.0× 10− 20 m2

Residual water saturation 0.27
Treatment injection rate 8.33× 10− 10 m3/s
Molarity of microbe solution 0.3 mol/m3

Molarity of oxygen solution 0.03 mol/m3

Molarity of urea solution 60 mol/m3

Water compressibility 4.6× 10− 10 1/Pa
Rock compressibility 8.0× 10− 10 1/Pa

Fig. 4. Summary of the treatment schedule for one phase of microbe, oxygen, and urea solution injection. We first injected the microbes at a molarity (or molar 
concentration) of 0.3 mol/m3 for 24 h. We stopped injecting for 1 h to connect the core flooding setup to the oxygen supply. Next, we injected oxygen at a molar 
concentration of 0.03 mol/m3 for 24 h and paused the injection for another hour. The oxygen facilitates the growth of the microbes in the sample. Next, we injected 
the urea dissolved in water at a molar concentration of 0.03 mol/m3 for 24 h and left the system to react for 30 days. It is worth mentioning that fluid solutions 
containing the specified molarities of microbes, oxygen, and urea were injected at the constant injection rate of 8.3 × 10− 10 m3/s, as in Table 1.
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weighted averaging. However, this scheme will exaggerate the contri-
bution of the matrix cells to the average pressure because they are more 
in number and larger in size when compared to the fracture cells in each 
layer. In a relentless pursuit to obtain a very accurate estimate of the 
average pressure for this penultimate layer, we used the “flow di-
agnostics” module in MRST to estimate the total time of flight (TOF) for 
each cell in the domain. We then extracted the TOF for the bottom layers 
and inverted them to obtain an inverse TOF, which indicates the flow 

velocity through these cells. The inverse TOF is used as the weighting 
factor to estimate the average pressure (pb

avg) in the penultimate layer as 
follows: 

pb
avg =

∑ncp
i=1Pi*TOF− 1

i∑ncp
i=1TOF− 1

i
, (20) 

where Pi and TOF− 1
i represent the pressure and inverse time of flight in 

Fig. 5. The profiles on the first row show the molar concentrations of the (a) microbes, (b) oxygen, and (c) urea after 24 h of injecting them at molar concentrations 
of 0.3 mol/m3, 0.03 mol/m3, and 60 mol/m3, respectively. The profiles on the second row show the molar concentrations of the (d) biofilm, (e) calcite, and (f) 
permeability after 30 days of BIMP treatment.
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each cell i. Having estimated ΔP from the difference between pb
avg and 

the top face pressure, which is maintained at the initial pressure value, 
Eq. (19) is used to estimate the permeability based on the single-phase 
water injection experiment simulated before the BIMP treatment. 
After the BIMP treatment, we use the post-treatment permeability and 
porosity values for all grid blocks to simulate a second single-phase 
water injection for estimating the post-treatment sample permeability. 
To ensure that the BIMP treatment does not seal the thin layer at the 
bottom, we manually reset its permeability to its pre-treatment value. 
Using this procedure, we obtained sample permeability values of 14.37 
× 10− 2 mD and 8.38 × 10− 2 mD before and after the BIMP treatment, 
respectively. This implies a sample permeability reduction of ~42 %, 
which matches our experimental permeability reduction of 44 % (with 
an accuracy of 95 %) without calibrating the BIMP model parameters in 
Landa-Marbán et al. [36].

To decide the optimum mesh size used in Section 4, we iteratively 
refined the mesh for the limestone core in the Z-direction and estimated 
the permeability before and after the BIMP treatment. Table 2 and Fig. 6
summarize our mesh sensitivity result for the core-scale model validated 
against the experimental data. There were ten layers in the 588-cell 
mesh summarized in the first row of Table 2. All subsequent rows had 
two times more layers than the previous one. It is worth mentioning that 
a mesh refinement in the other directions does not result in clear, sys-
tematic, and converging trends in the permeability like that shown in 
Fig. 6. This is consistent with the permeability calculations being based 
on flow in the direction of the Z-axis. Considering the focus on perme-
ability in the BIMP treatment, the 3003-cell mesh used in the paper 
appears to be optimum because the permeability before and after 
treatment does not reduce much further at finer resolutions. These mesh 
sensitivity studies have been included in our supplementary information 
to maintain the focus on the experimental validation and application of 
the BIMP treatment in the manuscript. The next section discusses the 
application of the BIMP process to curtail CO2 and hydrogen leakage at 
the field scale.

5. Field application of BIMP for long-term green energy security 
in geologic formations

This section presents the application of BIMP for curtailing the 
leakage of CO2 and hydrogen through naturally fractured caprocks. In 
the first subsection, we start with a simulation study of the BIMP 
treatment of a realistic fractured reservoir for one month. By simulating 
a 30-day injection of CO2 and hydrogen before and after the BIMP 
treatment, we evaluate the geologic formation’s potential for the short- 
term storage of CO2 and hydrogen in the next two subsections. Finally, 
the last subsection discusses our simulation of the injection of these 
gases for up to 1100 years (in the case of CO2 storage) to quantify gas 
storage efficiency as a function of the amount of gas that leaks through 
the treated fractured rock. This is important considering the potential 
environmental consequence of even a slow leakage of CO2 or hydrogen 
into shallower drinking water sources.

5.1. Field-scale study of the BIMP treatment of a fractured formation

The technological concept presented in this work involves perform-
ing three phases of BIMP treatment through a horizontal well, which is 

close and parallel to the cap rock in the formation to be treated. The 
BIMP model parameters presented in Section 4 were also used in this 
section. However, the rates and concentrations of the injected microbes, 
oxygen, and urea were modified in the field-scale applications discussed 
in the following three subsections. The system used to assess CO2 and 
hydrogen leakage consists of two limestone storage rocks separated by a 
naturally fractured shale caprock. Each of these formations is meshed 
with three layers of unstructured grids with unequal thickness in the z- 
direction, as shown in Fig. 7(a).

In the 16,245-cell mesh for the simulation domain shown in Fig. 7a, 
the fracture cells belonging to each fracture plane are colored differ-
ently. These fractures start at the top of the lower limestone unit and end 
at the bottom of the upper limestone unit. The blue horizontal well is 
used for the BIMP treatment, whereas the red vertical well is used for 
CO2 or hydrogen injection before and after the BIMP treatment. The idea 
behind injecting these gases before and after three phases of BIMP 
treatment is to evaluate the leakage rate of these gases before and after 
BIMP treatment. Fig. 7b presents the X-Y view of the simulation domain, 
which shows the location of the natural fractures relative to the well 
location. Table 3 summarizes the other model parameters used in this 
field-scale BIMP simulation and the corresponding injection conditions 
for the GCS and GHS simulations before and after the BIMP treatment. 
Unlike the 1.5′ diameter and 3″ long score samples used in the laboratory 
experiments, the reservoir studied in the rest of this research is 200 m ×
175 m × 70 m. So, several model parameters, such as the injection 
duration and injected fluid volumes, are much larger in the field-scale 
problem to meaningfully treat the fractures in this geologic formation. 
Other model parameters not provided in Table 3 are the same as in 
Table 1.

The result in Fig. 8a shows the maximum molar concentrations in the 
fractures during the first phase of the BIMP treatment, where microbes 
were injected at a concentration of 0.3 mol/m3 for 15 h. It indicates that 
although the injected microbes got into the fractures closest to the in-
jection well, the concentrations of these microbes in the fractures varied. 
Similarly, the result in Fig. 8b–c shows the maximum molar concen-
trations during oxygen and urea injection at concentrations of 0.06 and 
30 mol/m3 for 5 and 9 days, respectively. After this first phase of BIMP 
treatment, the biofilm and calcite concentrations in the fractures grew 
from zero to the values shown in Fig. 8d–e. This growth of the biofilm 
and calcite concentrations reduced the permeability (of the fractures 
near the injector) from their initial values of 10 Darcy to the values 
shown in Fig. 8f. To quantify and summarize the degree of the fracture 
treatment after phase 1, we computed the percentage reduction in the 
average permeability of all the fractures relative to the initial average 
fracture permeability. It showed a 7.4 % reduction in the average frac-
ture permeability.

The second phase of BIMP treatment involved injecting the microbes, 
oxygen, and urea at concentrations of 0.3, 0.03, and 30 mol/m3 for 15, 
60, and 40 h, respectively. Fig. 9a–c shows their concentrations after this 
treatment phase. These images show a reduction in the concentration of 
the microbes, which can be attributed to the depletion of the microbes 
during the first phase of the BIMP treatment and the reduced molarity of 
the microbes during this second phase of BIMP treatment. Fig. 9d–e 
shows the biofilm and calcite concentrations at the end of phase 2 of the 
treatment. Although the concentrations in the most affected fractures do 
not appear visibly different than those in Fig. 9d–e, a close inspection of 
the fractures on the left of the images shows that some more fractures 
were affected by this phase of BIMP treatment. These newly treated 
fractures can be more easily identified by comparing Figs. 8f to 9f. We 
also computed the percentage reduction in the average permeability of 
all the fractures after phase 2 compared to the initial average fracture 
permeability. It showed a 9.2 % reduction in the average fracture 
permeability.

In the third and final phase of the BIMP treatment, we injected ox-
ygen at 0.04 mol/m3 for 30 h and shut in the well for 10 h. Next, we 
injected urea at a concentration of 15 mol/m3 for 40 h, after which the 

Table 2 
Summary of mesh sensitivity results.

# of cells K before BIMP (mD) K after BIMP (mD) Reduction

588 0.344 0.209 39.28 %
1243 0.168 0.098 41.21 %
3003 0.144 0.084 41.65 %
8323 0.145 0.084 42.16 %
26,163 0.146 0.084 42.16 %
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well was shut in for 25 h. The result in Fig. 10a–b shows the maximum 
oxygen and urea concentrations after this treatment phase. Fig. 10c–e 
shows the biofilm and calcite concentrations and fracture permeability 
at the end of phase 3 of the BIMP treatment. Comparing Figs. 10e to 9f, 
we observe that the treated fractures to the left of the domain have been 
treated further and show a further reduction in fracture permeability. 
We also computed the percentage reduction in the average permeability 
of all the fractures after phase 3 in comparison to the initial average 
fracture permeability. It showed a 10.1 % reduction in the average 
fracture permeability.

One of the unique features of this work compared to previous sim-
ulations of BIMP is the relentless efforts to ensure that the flowing 
bottomhole pressure stays only slightly higher than the initial reservoir 
pressure. To this end, we carefully selected the fluid injection rates, 
duration, and molarities. Furthermore, we simulated water production 
from the well annulus in the limestone formation above the fractured 
shale layer during phases 2 and 3 of the BIMP treatment. These rates and 
flowing bottomhole pressures are plotted in Fig. 11a–c. The water pro-
duction from the upper limestone formation could also explain the BIMP 
treatment of some of the natural fractures on the left side of the domain 

after phases 2 and 3. Finally, Fig. 11d explicitly shows the extent to 
which each of the 40 natural fracture (NF) planes in the storage reservoir 
are treated after each phase of the BIMP treatment. The best-treated 
fractures are those closest to the horizontal treatment well in the 
reservoir, and they show up to 100 % reduction in the average fracture 
permeability. In contrast, the natural fractures furthest from the hori-
zontal well do not show any natural fracture permeability reduction 
because additional wells will be needed to treat those.

5.2. Field-scale application of BIMP for short-term geologic CO2 storage

To evaluate the field-scale application of BIMP in curtailing the 
leakage of CO2 through a naturally fractured caprock, we simulated CO2 
injection at 1.5 × 10− 5 m3/day into the red-colored well in Fig. 7. First, 
we simulated CO2 injection for 30 days before the three-stage BIMP 
treatment and obtained the CO2 saturation profile presented in Fig. 12a. 
Next, we performed the BIMP treatment, as discussed in the previous 
section, and injected CO2 at the same rate for 30 days. The resulting CO2 
saturation at the end of the simulation is shown in Fig. 12b. Comparing 
the CO2 saturation profiles before and after the BIMP treatment, we 

Fig. 6. Plots show that the permeability before and after treatment converges to ~0.144 and ~0.084 mD when the number of cells is 3003.

Fig. 7. (a) shows the 3D view of the simulation domain for the field-scale BIMP numerical model, whereas (b) shows its X-Y view. The color of the fracture cells 
indicates the natural fracture planes they belong to. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of 
this article.)
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observe that a few of the natural fractures that CO2 leaked through in 
Fig. 12a no longer serve as CO2 leakage paths in Fig. 12b because they 
were sealed during the BIMP treatment. This is shown by the replace-
ment of the warmer colors in those fractures with blue in Fig. 12b.

All the caprock cells in the middle layer of the domain were removed 
to show the CO2 gas saturation profile in Fig. 12c–e. In contrast, we 
obtained a clearer presentation of the CO2 saturation profile shown in 
Fig. 12c–d by removing all the matrix cells in the domain. The results 
show that some of the fractures close to the middle to right portion of the 
domain were sealed during the BIMP treatment. To quantify the extent 
of the sealing of these fractures, we extracted the flow rate from the top 
of the lower limestone reservoir into the bottom face of each fracture cell 
in contact with it. We then summed up the rates for all fracture cells 
belonging to each natural fracture plane to obtain the leakage rate across 

each one. Unfortunately, these rates are not only a function of the dis-
tance of the fracture planes to the injection well because some fractures 
are larger than others, and larger fractures have higher leakage rates. To 
address this, we normalized the leakage rate through each fracture plane 
by its maximum leakage rate over the 30 days of CO2 injection. These 
normalized rates were calculated before and after the BIMP treatment 
and the values for the four best-treated fracture planes are plotted in 
Fig. 12e. The results show that there is no leakage through fracture #1 
after the BIMP treatment, there is an insignificant leakage only towards 
the end of the simulation period after treating fracture #6, and fractures 
#30 and #27 have a significant CO2 leakage reduction after the BIMP 
treatment.

5.3. Field-scale application of BIMP for short-term geologic hydrogen 
storage

This section focuses on the application of the BIMP treatment to 
mitigate hydrogen leakage instead of CO2 leakage. So, we simulated 30 
days of hydrogen injection at the same injection rate into the same 
simulation domain before and after an identical BIMP treatment. 
Fig. 13a–b shows the hydrogen saturation after 30 days of hydrogen 
injection into the reservoir before and after BIMP treatment. A com-
parison of these two hydrogen saturations indicates that the BIMP pro-
cess sealed the annotated fractures. Compared to the CO2 saturation 
profiles shown in Fig. 12a–b, Fig. 13a–b shows that the hydrogen plume 
covers a broader area of the top layer of the lower limestone formation. 
This is expected because hydrogen is lighter and more mobile than CO2.

As in Fig. 12c–d, Fig. 13c–d clearly shows the hydrogen saturation 
profile in the fractures by removing all matrix cells in the simulation 
domain. Comparing these two images shows the treated fractures in 
blue. The same approach used in Fig. 12e is used to compute the 
normalized hydrogen leakage rates before and after the BIMP treatment, 
shown in Fig. 13e. The results show that the best-treated fracture 
(fracture #1) is completely sealed, whereas the other fractures are 
sealed to different degrees. It is worth noting that the fracture 

Table 3 
Outline of field-scale model parameters.

Input data Value Unit

Limestone porosity 0.15
Limestone permeability 2.0× 10− 14 m2

Fracture porosity 0.60
Fracture permeability 2.0× 10− 11 m2

Shale porosity 0.0541
Shale permeability 9.87× 10− 21 m2

Number of fractures 40
Water viscosity 2.535× 10− 4 Pa-s
Water density 1045 kg/m3

Residual water saturation 0.27
Critical gas saturation 0.20
Well radius 15 cm
Horizontal well length 90 m
CO2 reference pressure 12.82 MPa
CO2 reference temperature 343.15 K
CO2 Injection rate 1.73 m3/s
Hydrogen reference pressure 12.82 MPa
Hydrogen reference temperature 343.15 K
Hydrogen Injection rate 1.73 m3/s

Fig. 8. The profiles on the first row show the maximum molar concentrations of the (a) microbes, (b) oxygen, and (c) urea after injecting them at molar concen-
trations of 0.3, 0.06, and 30 mol/m3 during phase 1 of BIMP treatment. The second row shows the molar concentrations of the (d) biofilm, (e) calcite, and (f) 
permeability at the end of phase 1 of BIMP treatment.
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permeabilities do not become zero after treatment. So, in comparison to 
the CO2 leakage rates, the higher hydrogen leakage rates observed after 
treatment are consistent with higher mobility of hydrogen in 

comparison to CO2.

Fig. 9. The profiles on the first row show the maximum molar concentrations of the (a) microbes, (b) oxygen, and (c) urea after injecting them at molar concen-
trations of 0.3, 0.03, and 30 mol/m3 during phase 2 of BIMP treatment. The second row shows the molar concentrations of the (d) biofilm, (e) calcite, and (f) 
permeability at the end of phase 2 of BIMP treatment.

Fig. 10. The profiles on the first row show the maximum molar concentrations of (a) oxygen and (b) urea after injecting only oxygen and urea at molar concen-
trations of 0.04 and 15 mol/m3 during phase 3 of the BIMP treatment. The second row shows the molar concentrations of the (c) biofilm, (d) calcite, and (e) 
permeability at the end of phase 3 of BIMP treatment.
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5.4. Estimation of storage efficiency for long-term geo-energy storage

Having demonstrated the near-term potential of curtailing CO2 

leakage using BIMP by simulating 30 days of CO2 and hydrogen treat-
ment, this section focuses on evaluating the gas storage efficiency for 
long-term GCS and for 25 years of cyclic hydrogen storage and 

Fig. 11. Images show the injection performance results after (a) phase 1, (b) phase 2, and (c) phase 3 of the BIMP treatment. The results in (d) show the percentage 
reduction in the natural fracture permeability for each of the 40 natural fractures in the simulation domain.

Fig. 12. The results on the first row show the CO2 saturation profile at the end of the 30-day CO2 injection (a) before and (b) after the BIMP treatment. The results on 
the second row show (c) fracture CO2 saturation before BIMP treatment, (d) fracture CO2 saturation after BIMP treatment, and (e) normalized leakage rate of some of 
the best-treated natural fractures before and after the BIMP treatment. The fractures in the circled region were sealed during the BIMP treatment. (For interpretation 
of the references to color in this figure, the reader is referred to the web version of this article.)
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Fig. 13. The results on the first row show the hydrogen saturation profile at the end of the 30-day hydrogen injection (a) before and (b) after the BIMP treatment. The 
results on the second row show (c) fracture H2 saturation before BIMP treatment, (d) fracture H2 saturation after BIMP treatment, and (e) normalized leakage rate of 
some of the best-treated natural fractures before and after the BIMP treatment. The fractures in the circled region were sealed during the BIMP treatment.

Fig. 14. The results show (a) the CO2 saturation profiles in the top layer of the simulation domain before BIMP treatment, (b) the CO2 saturation profiles in the top 
layer after BIMP treatment, and (c) the plot of storage efficiency for the red boxed region before and after BIMP treatment. (For interpretation of the references to 
color in this figure legend, the reader is referred to the web version of this article.)
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production. To this end, we simulated CO2 injection for 100 years, fol-
lowed by a period of 1000 years, where the injection is stopped, and the 
CO2 plume is allowed to migrate in the reservoir. The top views of the 
CO2 gas saturation profiles after 1100 years of simulation of the un-
treated and BIMP-treated reservoirs are presented in Fig. 14a–b. 
Comparing the CO2 gas saturation in the red region before and after 
treatment shows that the leakage through the fractures in the BIMP- 
treated region is significantly reduced.

The storage efficiency is estimated as follows: 

Storage Efficiency = 100% −
Gas volume leaked at SC

Total gas volume injected at SC
, (21) 

where SC represents standard conditions of 101,325 Pa and 288.7 ◦F. 
However, considering that one well is insufficient for treating all the 
natural fractures in the simulation domain presented, we compute the 
storage efficiency for a subset of the domain in the region where the well 
is located. The top view of this region is highlighted as the red rectangle 
in Fig. 14a–b. It runs from the top to the bottom of the simulation 
domain. So, the storage efficiency for this reduced reservoir portion is 
estimated using Eq. (21), but for the red subset of the domain. The 
corresponding storage efficiencies before and after BIMP treatment of 
this region are shown in Fig. 14c. The results show that the efficiency 
increases from 50 % before treatment to 77 % after BIMP treatment. 
Multiple horizontal wells will be needed to treat all the natural fractures 
in the reservoir simulation domain.

In contrast to the 30-day hydrogen storage presented in the previous 
section, here we studied the cyclic injection, soaking, and production of 

hydrogen over 25 years. The idea is to evaluate the storage efficiency 
over this relatively long period. In each of the 25 years, we simulated a 
cycle of hydrogen injection for 150 days, 65 days of shut-in, and 150 
days of production. Fig. 15a shows the hydrogen gas saturation in the 
topmost layer after 25 years of cyclic injection/production for the un-
treated reservoir. In contrast, Fig. 15b shows the hydrogen gas satura-
tion after 25 years of the cyclic injection/production for the BIMP- 
treated reservoir. As expected, the amount of hydrogen that leaked 
into the top layer is much less in the region above the well used for the 
BIMP treatment. The hydrogen storage efficiency is also estimated using 
Eq. (21), as in the long-term CO2 storage case. Fig. 15c shows a signif-
icant improvement in the storage efficiency (at 25 years) from 65 % to 
87 % after BIMP treatment. It is worth noting that although it is typical 
to consider injecting a cushion gas like CO2 or nitrogen before hydrogen 
gas injection, the focus here is on assessing hydrogen leakage before and 
after treatment. So, we do not repeat this well-studied effect of cushion 
gases in this work. Finally, to further increase the storage efficiencies 
reported in this section, we could perform more phases of BIMP treat-
ment, use more wells for the treatment, and optimize the mole fractions 
and injection rates of the microbes, oxygen, and urea solution.

6. Conclusions

This work presents the first core-to-field-scale experimental and 
numerical study of a BIMP process designed to enhance CO2 and 
hydrogen storage security in subsurface rocks by sealing natural frac-
tures in these underground formations. The core-scale simulation was 
validated against laboratory studies of the BIMP process to obtain the 

Fig. 15. The results show (a) the hydrogen saturation profiles in the top layer of the simulation domain before BIMP treatment, (b) the hydrogen saturation profiles 
in the top layer after BIMP treatment, and (c) the plot of storage efficiency for the red boxed region before and after BIMP treatment. (For interpretation of the 
references to color in this figure legend, the reader is referred to the web version of this article.)
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model parameters used in field-scale studies. These model parameters 
were used to simulate a three-phase BIMP treatment that significantly 
reduced the permeability of several natural fractures. We quantified the 
potential leakage of CO2 and hydrogen by injecting these gases into a 
porous medium with a naturally fractured caprock. The results from this 
work are summarized as follows: 

a) We developed and validated the core-scale BIMP model against 
experimental data with an accuracy of 95 %.

b) The modeling of CO2 and hydrogen injection for storage before and 
after the BIMP treatment showed that gas leakage could be 
completely sealed in some pre-existing fractures depending on their 
distance from the injection well.

c) More natural fractures are sealed to higher degrees with each addi-
tional phase of the BIMP process. This implies that several phases of 
the BIMP can be designed and optimized to seal off caprocks con-
taining natural fractures. Thus, this work directly addresses the 
problem of gas leakage and security in geologic CO2 and hydrogen 
storage.

d) Comparing the underground CO2 and hydrogen leakage rates and gas 
saturation values over the same injection and storage period shows 
that hydrogen can leak through natural fractures faster than CO2.

e) This is the first BIMP treatment model for CO2 and hydrogen storage 
that accounts for the resulting flowing bottomhole pressure increases 
during the BIMP process. We ensured that the pressures were within 
~1500 psi (10.3 MPa) above the initial reservoir pressure. This can 
be achieved in the field by carefully choosing the m, o, and u mo-
larities and producing water from a shallower formation if needed.

f) Estimating the storage efficiency of CO2 over 1100 years shows that 
the BIMP treatment increases the storage efficiency from 50 % to 77 
%, whereas that of hydrogen (over 25 years of cyclic injection and 
storage) increased from 65 % to 87 % after the BIMP treatment.
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