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Summary
Various researchers have evaluated different methods of modeling fractured reservoirs accurately and efficiently. Of these methods, the 
embedded discrete fracture model (EDFM) is one of the most popular because it does not require the mesh for the simulation domain to 
conform to the orientation of the natural fractures. However, it is limited because it cannot accurately model low- conductivity fractures. 
Although the projection- based EDFM (pEDFM) was developed to address this limitation of the EDFM, recent studies show that pEDFM 
still cannot accurately model low- conductivity fractures that are neither parallel to the simulation grid nor cutting through the matrix cell 
diagonals. In these cases, it has been observed that reservoir fluids can flow around low- or even zero- conductivity fractures.

This paper presents a rigorous analysis, which reveals that the error when modeling inclined low- conductivity fractures with pEDFM 
is because the projections of the fracture on the gridblock faces are discontinuous. This discontinuity implies that the matrix cell interfaces 
along the path of the fractures only project a fraction of the fracture area on these interfaces in each direction. So, none of these faces 
captures the sealing potential of these interfaces, and the pore fluid can flow around even zero- conductivity fractures. We present a robust 
algorithm that ensures that the projections of inclined fractures on cell faces are continuous in 3D. We refer to the model based on this 
algorithm as the continuous projection- based EDFM (CPEDFM) and show that it directly solves the pEDFM limitation.

We present the simulation of several cases and their selected projection faces to demonstrate why CPEDFM works. We also verify 
the CPEDFM method by comparing the CPEDFM and pEDFM model results to high- resolution simulation results. To demonstrate the 
feasibility of modeling complex, realistic systems using CPEDFM, we simulate a 3D compositional Eagle Ford shale reservoir with 75 
low- conductivity and 75 high- conductivity fractures. The results show that pEDFM overestimates production because it does not fully 
account for the sealing effects of inclined low- conductivity fractures. In conclusion, this paper presents a novel numerical model for ac-
curately and efficiently simulating reservoirs containing fractures of arbitrary conductivity, size, and orientation in 3D.

Introduction
Over the last two decades, there has been an increased interest in studying fractured rocks. This can be attributed to the increased interest 
in developing unconventional oil and gas (UOG) reservoirs and enhanced geothermal systems (EGS), which are both tight and naturally 
fractured. However, most subsurface rocks are naturally fractured to an extent. Before UOG reservoirs and EGS, petroleum engineers 
developed other fractured reservoirs like fractured carbonates. To model such reservoirs, which typically have densely interconnected 
fractures, the dual porosity (Warren and Root 1963) and dual permeability models (Gilman and Kazemi 1983) were used. Unfortunately, 
these models’ assumptions (of dense fracture distribution and homogeneous fracture properties) do not apply to fractured tight rocks like 
EGS and UOG reservoirs (Norbeck et al. 2016). As shown in Fig. 1 (from Olorode and Rashid 2022), UOG reservoirs are known to have 
multiscale fractures with preferential fracture orientations that are dependent on the prevailing stress state over the geologic history of the 
rock (Shafiei et al. 2018). Studies suggest that the most productive regions in the reservoir, referred to as sweet spots, could be attributed 
to well- connected and conductive natural fracture networks (Zoback and Kohli 2019). Additionally, Curtis (2002) discussed the attributes 
and importance of sealing natural fractures in several shale plays, while Gale et al. (2014) reviewed several publications on cores and 
outcrops from different shale plays in the US. They indicated the presence of sealing (and conductive) fractures in tight rocks like the 
Eagle Ford, Barnett, Marcellus, Haynesville, and Woodford shale plays.

Modeling the fractures in tight rocks like EGS and UOG reservoirs is particularly important because these fractures play a significant 
role in the flow of fluids in such ultralow matrix permeability systems. To this end, several numerical fracture models have been devel-
oped, as summarized in Olorode et al. (2021). Considering the importance of computational efficiency and the need to account for each 
fracture individually in fractured tight rocks with heterogeneous fracture properties, the EDFM (Lee et al. 2000, 2001) has become one 
of the most commonly used fracture models in these systems. This is because, unlike the explicit and discrete fracture models, which also 
account for the fractures individually, EDFM does not require the mesh for the matrix to conform to the geometry of the natural fractures 
in the system. However, the limitations of the EDFM include its inaccuracy when modeling low- conductivity fractures and transient flow 
between a tight rock matrix and a fracture.

Considering the ultralow matrix permeability of these UOG reservoirs, some authors have modified the standard EDFM to account for 
the transient flow expected near the fractures. To this end, some have proposed numerical modifications based on local grid refinement 
(Rao et al. 2019a) and boundary integral equations (Rao et al. 2019b) to account for the matrix/fracture flow term in tight rocks. In con-
trast, for improved computational efficiency, Olorode and Rashid (2022) presented a transient matrix- fracture nonneighboring flux instead 
of the pseudosteady state assumption implicit in the standard EDFM.

The pEDFM was developed to address the limitations of EDFM in modeling low- conductivity fractures. It involves projecting a frac-
ture on the interface between the matrix which hosts the fracture and its immediate neighboring cells. The neighbor that shares this pro-
jected face with the host matrix is called the projection matrix cell. In the original 2D pEDFM proposed by Tene et al. (2017), the pEDFM 
approach involves selecting a projection matrix cell in the x- and y- directions. The algorithm to determine which projection matrix cell is 
selected in each direction was given by Jiang and Younis (2017). However, the 2D pEDFM algorithm is limited to vertical and fully pen-
etrating fractures and cannot be applied to modeling realistic 3D fractured reservoirs.
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Olorode et al. (2020) presented a fully 3D pEDFM algorithm for simulating fractured reservoirs with any arbitrary orientations in a 3D 
space and demonstrated its application in modeling a compositional Eagle Ford reservoir with hundreds of stochastic fractures of arbitrary 
orientation. This 3D pEDFM was iteratively coupled with the extended finite element method to model hydraulic fracture propagation in 
a fractured rock (Rashid et al. 2022). In addition to applying pEDFM in modeling UOG reservoirs, some authors (Rao et al. 2022) have 
demonstrated its application in modeling geothermal systems. However, Rao and Liu (2022) pointed out that pEDFM cannot effectively 
model inclined low- conductivity fractures because the pEDFM projections are not “topologically homeomorphic to the fracture.” In 
simple terms, this pEDFM limitation is because the area projected on the interfaces between the host and projection matrix cells is always 
less than the total area of these interfaces when the fractures are inclined and do not cut through the diagonals of the matrix cells. Although 
pEDFM has been verified in low- conductivity fractures that are either parallel to the spatial axes (Tene et al. 2017) or cutting through the 
matrix cell diagonals (Jiang and Younis 2017), a simple pEDFM algorithm that selects one of the immediate neighbors of the host matrix 
cell in each direction is inadequate at orientations other than these two unlikely cases. In this work, we present a clear illustration of the 
erroneous fluid leakage observed when modeling arbitrarily inclined low- or zero- conductivity fractures using pEDFM. We also present 
a robust 3D algorithm that provides a practical solution to this leakage problem.

Governing Equations for Modeling Fractured Reservoirs with pEDFM
Although several approaches have been proposed to model fluid flow in naturally fractured reservoirs, we focus on pEDFMs because they 
can model fractures of any conductivity and orientation. Like EDFM, pEDFM simulates fractures as (n – 1)- dimensional cells. The matrix 
is discretized independently of the fractures using structured n- dimensional cells. This independence in the meshing of the matrix and 
fractures results in the embedment of the fracture cells in the matrix cells. Both pEDFM and EDFM account for the exchange of fluids 
between the matrix and fractures using the concept of nonneighboring connections (NNCs) and transmissibilities. In standard reservoir 
simulation, NNCs are used when a cell needs to exchange fluids with another cell that is not its topological neighbor. For the composi-
tional simulations presented in this work, we add a nonneighboring mass rate  q

nnc
i   to the governing equation for compositional simulation 

(Eq. A- 11, which is discussed in Appendix A), as follows:
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where  q
nnc
i   is the mass rate of component  i  that is exchanged through the NNC (in units of mass per time). It is given as follows:
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The subscript  m  represents an index that ranges from 1 to the total number of NNCs for each cell ( Nnnc ). In this context, the flow potential 
of a cell is given as  (p˛ � �˛gz) , while that of its nonneighboring cell is given as  (p˛ � �˛gz)nnc . To compute the transmissibility factor 
( Tnnc ) between any two cells connected through NNCs, we need to estimate the area ( Annc ), permeability ( knnc ), and distance ( dnnc ) of 
these connections. We can calculate the transmissibility factor using the following equation:

 
Tnnc =

knncAnnc

dnnc
,
  

(3)

where subscript  j  represents the current NNC and ranges from one to the total number of NNCs  (Nnnc) . The flow potentials of the current 
cell and that of its nonneighboring cell are represented by the two quantities in the numerator of the last term, whereas  knnc ,  Annc , and  dnnc  
represent the permeability, area, and distance of the NNCs, respectively. The expressions for  knnc ,  Annc , and  dnnc  are specific to each type 
of NNC. In EDFM, there can be up to four distinct transmissibilities. These include the standard transmissibility between neighboring 
cells in the matrix, standard transmissibility between neighboring cells in the same fracture plane, nonneighboring transmissibility 
between a matrix cell and an embedded fracture cell, and the nonneighboring transmissibility between two cells in different fracture 
planes. For further details on these EDFM NNCs, the reader is referred to Moinfar et al. (2014). We only present the equations required 
to calculate the nonneighboring transmissibilities here. The nonneighboring transmissibilities are computed as follows:

1. Matrix- Fracture Connectivity: The expressions for  knnc ,  Annc , and  dnnc  for this connectivity are given as

Fig. 1—This sketch from Olorode and Rashid (2022) illustrates the presence of fractures at multiple scales in tight source rocks. 
The man- made hydraulic fractures are on the order of millimeters and tens/hundreds of meters in aperture and length, whereas the 
microcracks are on the order of micrometers in length. The natural fractures are at an intermediate scale between these two and 
could be on the order of meters in length.
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 Annc = 2Af,  (4)
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kmkf
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(5)
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where  km  is the matrix permeability,  kf   is the fracture permeability, and  Af   is the fracture area. The symbols  xn ,  dv , and  v  
represent the normal distance of the element from the fracture, the volume element, and cell volume, respectively. The 
 knnc ,  Annc , and  dnnc  values computed from these equations are then used to compute the corresponding nonneighboring 
transmissibility using Eq. 3.

2. Intersecting Fracture Connectivity: The nonneighboring transmissibility for this connectivity is given as follows:

 
Tnnc =

T1T2
T1 + T2

,
  

(7)

where  T1  and  T2  are the half transmissibilities of the two intersecting fractures:
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In these two equations,  Lint  represents the length of the line formed when two fracture cells intersect in a matrix cell, 
whereas  !f   and  kf   are the fracture aperture and permeability, respectively. The symbols  df1  and  df2  represent the distances 
from the centroids of Fracture Cells 1 and 2 to the intersection line.

The pEDFM attempts to model low- conductivity fractures by adding an NNC between a fracture and one of its two neighboring matrix 
cells in each direction. An algorithm is needed to determine which matrix cell out of a pair of cells (in each direction) should be selected. 
Jiang and Younis (2017) presented this algorithm for 2D systems, whereas Olorode et al. (2020) presented an algorithm for 3D systems. 
The matrix cells chosen using this algorithm are known as “projection cells,” while the matrix cells that contain the fracture cells are 
called “host cells.” In addition to the standard connectivities of EDFM, the pEDFM has two additional NNCs, which are as follows:

1. Projection Matrix/Fracture Transmissibility: The projection matrix/fracture (pM- F) transmissibility is the nonneighboring trans-
missibility between a projection matrix cell and a fracture cell. Tene et al. (2017) provide the expression for this transmissibility 
as follows:
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where,
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In this equation,  Aif?Ex  is the area of the fracture projections along the spatial directions. The symbol  Ex  represents the spatial 
coordinates (X and Y in 2D or X, Y, and Z in 3D), and  d

nnc
pM�F   is the distance between the centroid of the fracture and that 

of the projection cell.
2. Projection Matrix/Matrix Transmissibility: The projection matrix/matrix (pM- M) transmissibility is between a host matrix cell and 

its corresponding projection matrix cells. It is given as follows:

 
Tnnc
pM�M = k

Aii � Aif?x
� Exe

,
  

(12)

where  � Exe  refers to the gridblock sizes in each spatial direction.
The pEDFM approach has several advantages over other fracture modeling approaches, including its low computation cost and ability 

to account for the low conductivity of fractures. However, the next section shows that the pEDFM cannot account for low- conductivity 
fractures that are inclined with respect to the grid coordinates.

Limitations of pEDFM. This section illustrates the source of the limitations of pEDFM regarding the modeling of slanted sealing 
fractures. Fig. 2 presents a simple two- phase oil/water system with an injector/producer pair separated by a slanted low- conductivity 
fracture. Although the fracture is vertical or parallel to the z- axis, it is at an angle to the x- and y- axes. So, the system cannot be modeled 
effectively using Cartesian grids, which cannot conform to the orientation of this fracture. Fig. 2 shows the pEDFM grid on the left and 
a high- resolution perpendicular bisection (PEBI) grid on the right. The PEBI grid can conform to the orientation of this single inclined 
fracture and is provided to obtain a high- resolution reference solution for comparison against the pEDFM simulation results. The input 
parameters for the simulation model studied in this section are summarized in Table 1.
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Input Data Value Unit

Number of grids 50×50×3 –

Physical dimensions 1000×1000×150 m

Matrix porosity 0.1 –

Matrix permeability 1×10−3 darcies

Fracture porosity 0.01 –

Fracture permeability 1×10−9 darcies

Fracture aperture 5 mm

Fluid viscosity 1 cp

Fluid compressibility 2.76×10−6 1/psi

Initial pressure 2,900 psi

Well radius 0.0328 ft

Injection rate 1,086.8793 B/D

Bottomhole pressure 1,450.4 psi

Initial saturation [0.2, 0.8, 0] –

Table 1—Model parameters for the performance 
analysis of pEDFM when modeling slanted low- 
conductivity fractures.

We simulated water injection into the injector on the left of the fracture while producing oil from the production well on the right. 
Fig. 3 presents the pressure profiles after simulating simultaneous injection and production for 15 years. The PEBI grid pressure solution 
shows a sharp contrast on either side of the fracture. This is because the sealing fracture curtails the flow of the injected fluid across it. So, 
the pressure builds up due to the injected fluid on the left of the fracture, whereas the pressure drops on the right of the fracture due to the 
withdrawal of oil from the well. In contrast, the pEDFM solution shows pressure communication across the fracture, which erroneously 
allows the injected fluid to provide pressure support for the producer. This difference between the pEDFM pressure and the reference 
pressure solutions highlights the limitation of the pEDFM in modeling slanted low- conductivity fractures.

Fig. 4 presents the corresponding oil production rate and cumulative oil production for the pEDFM and PEBI grid simulation cases. 
The results show that the oil production from the producer drops significantly due to the sharp drop in pressure of the blue region in Fig. 3. 
The pEDFM model overestimates oil production by a staggering 3,662.79% in this slanted, low- conductivity fracture scenario.

To understand why pEDFM yields erroneous results for slanted, low- conductivity fractures, Fig. 5 illustrates the projection of the 
slanted sealing fracture (in yellow) on the interfaces between the matrix cells using the standard projection algorithm in Jiang and Younis 
(2017). The areas projected on the selected vertical projection faces are colored blue, whereas the corresponding areas projected on the 
horizontal faces are green. It is easy to see that although the yellow sealing fracture is expected to prevent the flow of the injected fluid 
across it, the partial areas projected on these interfaces allow the fluid to leak through the matrix cells. For instance, the fluid in Cell 11 
can flow into Cell 12 through the portion of the shared face that is not colored blue. The fluid can then move from Cell 12 to Cells 4 and 
13 toward the producer. A similar fluid leakage will be observed between Cells 1 and 2, 21 and 22, and so on.

Fig. 5 shows that the yellow sealing fracture to be modeled is continuous, but the union of the blue and green projected areas is dis-
continuous and unable to prevent the flow of fluids across it. Although our illustration of this pEDFM limitation was done in 2D for 
simplification, similar fluid leakage occurs in all three directions for sealing fractures inclined with respect to all three axes. This pEDFM 
limitation is significant because virtually all fractures in nature will have a nonzero angle of inclination with respect to the three spatial 
directions. To address this limitation, the next section discusses a new 3D algorithm for selecting and projecting the areas of slanted frac-
tures such that their union forms a sealing interface that can prevent fluid flow when the fractures are sealing.

CPEDFM Algorithm
This section presents a pragmatic solution to the problem of fluid leakage across sealing fractures in the standard pEDFM method. To this 
end, we developed a robust 3D algorithm that can account for the sealing effect of fractures/faults of any arbitrary orientation in three 

Fig. 2—The images show the simulation domain with a slanted sealing fracture, which isolates the producer from the injector. The 
left image shows the grid used in the pEDFM simulation, whereas the image on the right presents the PEBI grid used to obtain the 
high- resolution reference solution.
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dimensions. By carefully inspecting the images of the selected faces from the pEDFM algorithm presented in the previous section, we 
observe that the problem can be fixed by ensuring that the projection faces selected are continuous. This can be achieved by projecting 
inclined fractures on stair- step interfaces in three dimensions. The 3D algorithm thus developed uses fracture slopes (in all three direc-
tions) to determine the cell interfaces into which the entire fracture plane is projected. This contrasts with the standard pEDFM algorithm, 
which finds the projection faces for each fracture segment independently of the other fracture segments of the same fracture plane in other 
cells.

Fig. 6, which was modified from Olorode et al. (2021), illustrates the fracture orientation angles in the 3D domain. To specify the 
orientation of a plane for the proposed algorithm, three measurements are required—dip, dip direction, and the z- component of the plane 
normal. The dip of a plane represents its inclination, which measures the steepest possible slope in the plane, while dip direction indicates 
the direction in which the plane slopes downhill (Waldron and Snyder 2020). A surface normal for a 3D domain at a given point is a vector 
perpendicular to the surface’s tangent plane. It should be noted that for EDFM, pEDFM, or CPEDFM, which are developed for coplanar 
fractures, the surface normal for each segment of a fracture plane is constant.

Fig. 3—Pressure profile (in psi) after 15 years of simulated production using pEDFM (left). The image on the right presents the 
corresponding reference solution.

Fig. 4—Comparison of the pEDFM simulation results with the reference solution shows significant errors in the simulated (a) oil 
rate and (b) cumulative oil production.

Fig. 5—This sketch illustrates the source of the erroneous fluid leakage through slanted sealing fractures when using the pEDFM 
projection algorithm. The matrix cells are numbered to illustrate the interfaces through which fluid leaks across the fracture. For 
instance, fluid leaks across the portion of the interface between Cells 11 and 12, which is not colored blue.
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To facilitate the selection of the faces on which the slanted fractures are projected, Fig. 7 presents an ordering scheme for the local IDs 
of each face of a host matrix cell. In a 3D gridblock , the six faces are identified with local IDs ranging from one to six. The faces in the 
X- direction are denoted as left and right and are assigned local face IDs 1 and 2, respectively. Similarly, the two faces in the Y- direction 
are the front (with an ID of 3) and back (ID 4), whereas the faces in the Z- direction are the bottom (ID 5) and top (ID 6).

Fig. 7—Identification or indexing of faces in a 3D gridblock.

Fig. 8 presents a flow chart that illustrates the algorithm for projecting slanted fractures onto continuous matrix faces. The flow chart 
shows that the algorithm’s first step involves computing the fracture plane’s orientation angles (dip, dip direction, and normal) using the 
fracture vertices. Based on the orientation angles, we select three of the six faces for each matrix cell (in the simulation domain) contain-
ing segments of the fracture plane. The three chosen faces must be in different directions, so we can only select the left or right face, the 
front or back face, and the top or bottom face. For instance, if the dip direction lies between 0° and 90°, and if the Z- component of the 
normal vector is positive, we select Faces 1, 3, and 5 of each host matrix cell. The procedure for selecting the corresponding faces at 
different values of orientation angles is summarized in the other branches in the first four rows of this flow chart.

Considering that the selected faces from the first four steps of the algorithm could lead to discontinuous fracture projection areas, we 
need a procedure to ensure that the projection of these areas is continuous. So, we introduce the concept of a “local neighborhood” based 
on the coordinates of the centroids of all the selected faces for each fracture plane. The idea is to combine the partial projection areas of 
each host matrix cell within a region or local neighborhood into a full matrix face. To this end, we group all the faces selected for each 
fracture plane by the coordinates of their centroids such that all faces chosen with centroids having the same Y- and Z- coordinates, X- and 
Z- coordinates, and X- and Y- coordinates belong to the same X-, Y-, and Z- local neighborhoods, respectively. For example, Fig. 9 shows 
that Faces 1, 2, and 3 belong to the same X- neighborhood.

The final step of the algorithm involves projecting all of the partial projection areas in each local neighborhood onto either the first or 
the last matrix face in the neighborhood, depending on the orientation angles. This selection of the first or last face and the projection of 
the total area are illustrated in Fig. 10. It shows the pEDFM partial projection areas of each fracture segment in each matrix cell on the 
left, whereas the continuous projection areas from CPEDFM are shown on the right. It is worth noting that the flow chart in Fig. 8 does 
not consider the trivial case where the fractures are completely horizontal or vertical. This is because when fractures are completely ver-
tical or horizontal, the entire fracture area is projected on the face between the two matrix cells on either side of the fracture. So, there is 
neither a local neighborhood nor a partial projection of areas. Therefore, CPEDFM uses the standard pEDFM algorithm, which simplifies 
into DFM and accurately models low- conductivity fractures in these cases.

To illustrate the continuous projection of fracture areas using CPEDFM, we present subvertical and inclined fractures as yellow planes 
in Figs. 11a and 11c. The corresponding projections of these fractures on the selected interfaces are shown in Figs. 11b and 11d. The 

Fig. 6—Orientation of a fracture plane in a 3D domain (modified from Olorode et al. 2021).

D
ow

nloaded from
 http://onepetro.org/SJ/article-pdf/doi/10.2118/217469-PA/3267036/spe-217469-pa.pdf/1 by Louisiana State U

niversity user on 20 Septem
ber 2023



2023 SPE Journal 7

selected faces in the X-, Y-, and Z- directions are shown in blue, red, and green, respectively. These images show that the projection of the 
fracture areas on the matrix cell interfaces is continuous.

We further illustrate the robustness of the CPEDFM algorithm by generating several stochastic realizations of fracture orientations 
using the open- source Alghalandis Discrete Fracture Network Engineering package (Fadakar Alghalandis 2017). Fig. 12 illustrates a few 

Fig. 8—Proposed algorithm for the continuous projection of fracture planes to prevent leakage through sealing fractures of any 
orientation.

Fig. 9—Illustration of the formation of local neighborhoods.

Fig. 10—Left sketch illustrates the partial areas (in blue) projected by the yellow fracture on the vertical matrix interfaces using 
pEDFM, whereas the sketch on the right illustrates the complete or continuous area projected using CPEDFM.
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of these realizations of the fracture network. The inclined fractures are shown as yellow planes, whereas their projections on the X-, Y-, 
and Z- matrix faces are shown in blue, red, and green, respectively. A close inspection of the CPEDFM projections for all 10 fractures (as 
well as other realizations not presented for brevity) shows that the projections are continuous. So, CPEDFM addresses this limitation of 
the standard pEDFM method.

Given the continuous projection faces obtained from CPEDFM, we also need an algorithm to accurately calculate the transmissibility 
of the selected continuous faces. An inspection of the projection faces selected from the CPEDFM algorithm in Figs. 10 and 13 reveal 
that the chosen projection faces for a fracture neighborhood can consist of multiple fracture cells. So, we need to compute the pM- F seg-
ment transmissibility for each neighborhood using Eq. 10, but with a redefinition of the area and distance. For example, the area to be used 
for the horizontal transmissibility across the projection matrix Cell 9 and the red fracture segment equals the area of the blue- colored 
interface between Cells 9 and 10. The distance in this equation is illustrated as the dotted gray arrow between matrix Cell 9 and the cen-
troid of the red fracture segment. Finally, the nonneighboring permeability is essentially the harmonic average of the projection matrix 
cell and fracture permeability values.

Fig. 11—CPEDFM generates continuous projections for slanted fractures. The matrix grids containing the fracture are presented 
on the left, whereas the corresponding fracture projections are given on the right.

Fig. 12—CPEDFM generates continuous projections for randomly oriented stochastic natural fractures.
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Verification of CPEDFM. We revisit the classic test case presented in Tene et al. (2017) and Olorode et al. (2020) to verify CPEDFM 
against a high- resolution explicit or fully dimensional fracture model. The original classic test case involved flowing water from the 
west to the east face of the simulation domain by applying a high pressure on the west face of the mesh presented in Fig. 14a and a low 
pressure on the east face. Considering our focus on validating CPEDFM for low- conductivity fractures, we only simulate the cases where 
these intersecting fractures are of low conductivity. In Fig. 14a, the two fractures intersect at 90° and are parallel to the X- and Y- axes of 
the mesh. However, to validate the sealing effect of slanted fractures, we rotated the north- south fracture anticlockwise by 6.5° but left 
the east- west fracture unchanged, as shown in the Cartesian mesh in Fig. 14b. This Cartesian grid is used in the EDFM, pEDFM, and 
CPEDFM simulations discussed in this section but cannot be used to model the high- resolution, fully dimensional, reference solution 
because the north- south fracture is not parallel to the X- and Y- axes of the mesh. So, we use the high- resolution PEBI grid presented in 
Fig. 14c for the reference solution.

Fig. 14—The image in (a) is the Cartesian mesh used for EDFM, pEDFM, and CPEDFM simulation of the orthogonal intersecting 
fracture case. The mesh presented in (b)  is used for EDFM, pEDFM, and CPEDM simulation of the case with the north- south 
fracture rotated anticlockwise by 6.5°. The high- resolution PEBI mesh in (c) is used to obtain the reference solution for the case 
with the north- south fracture rotated anticlockwise by 6.5°.

The results in the first row (a- d) of Fig. 15 are for the standard case presented in Olorode et al. (2020), where the two low- conductivity 
fractures intersect at 90°. As expected, EDFM cannot accurately model the sealing fracture, whereas pEDFM and CPEDFM match the 
high- resolution fully dimensional model results. With the fractures intersecting at 90°, CPEDFM essentially simplifies into pEDFM 
because all the projections of the fractures are continuous in this case. However, when the north- south fracture is rotated anticlockwise by 
6.5°, the projections of the segments of this fracture on the matrix- matrix interfaces are discontinuous, resulting in the partial fluid leakage 
that can be seen in the pEDFM solution in Fig. 15f. The fluid leakage essentially creates discontinuities in the coin- like shape of the 
pressure profile at the location of the slanted fracture. Also, it reduces the size of the coin in comparison to the reference solution. This is 
because the fluid flows around the fracture, resulting in a less steep pressure drop across it.

In contrast, CPEDFM still yields the expected sharp pressure drop in the reference solution (Fig. 15h), whereas EDFM cannot accu-
rately model any sealing fracture. It is worth mentioning that the appearance of the reference solution is a little different because it requires 
a different plotting functionality that essentially triangulates the solutions in the unstructured/PEBI grid to render the pressure profile. It 
is also expected to be more accurate because several fine meshes were used near the slanted fractured surface, whereas the meshes used 
in the EDFM, pEDFM, and CPEDFM cases are more coarse. The fine PEBI grid used in the reference solution is shown in Fig. 14c, 
whereas the coarse mesh used in the other cases is shown in Fig. 14b.

Fig. 16 provides a more quantitative comparison of the EDFM, pEDFM, and CPEDFM simulation results to the high- resolution ref-
erence solution for the intersecting orthogonal fracture case and the case where the north- south fracture is rotated anticlockwise by 6.5°. 
The pressures shown in this figure were obtained by extracting the pressure in the middle cells (in the Y- direction) running from the west 
to the east of the simulation domain.Fig. 16a is consistent with the results we presented in Olorode et al. (2020), where the two intersect-
ing fractures were orthogonal to each other. It shows that both pEDFM and CPEDFM match the reference solution in this case. However, 
when the north- south fracture is rotated anticlockwise by 6.5°, the results in Fig. 16b show that pEDFM is inaccurate because the fluid 

Fig. 13—This sketch illustrates the computation of the CPEDFM NNC distance ( d
nnc
pM�F ) and projection areas ( Aif?Ex ) in Eq. 10.
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partially leaks through the fracture, resulting in less steep pressure drop across the slanted fracture. The results also show that CPEDFM 
matches the reference solution in this slanted fracture case.

In addition to validating the intersecting low- conductivity fracture cases, we also present verified CPEDFM against the high- resolution 
PEBI simulation of the slanted sealing fracture system presented in Fig. 2. We compared the CPEDFM pressure profiles and production 
against the reference solutions presented in Figs. 3 and 4. The images presented in Figs. 17a and 17b represent the pressure profiles at 
the end of the simulation for the reference and CPEDFM cases. The results show that the pressure profile for CPEDFM matches that of 
the reference solution, but the interface is a stair step instead of the straight line obtained from using high- resolution PEBI grids in the 
reference solution. This is because CPEDFM projects the fracture on the interface between matrix cells, allowing the fractures to be 
meshed independently of the matrix cells.

Figs. 17c and 17d compare the oil production rates and cumulative oil production from CPEDFM to the reference solution. Unlike 
pEDFM, which cannot account for the sealing effect of an inclined fracture, CPEDFM shows a close match of the production rates and 
volumes to the reference solution. The potential of CPEDFM lies in its accuracy and increased computational efficiency because it does 

Fig. 15—Pressure profile at the end of the simulation for the intersecting orthogonal fracture cases (a–d) and for the cases with the 
north- south fracture rotated anticlockwise by 6.5° (e–h).

Fig. 16—Comparison of pressure along the fracture line shows that pEDFM and CPEDFM match the reference solution in the 
straight fracture case (a). In contrast, only CPEDFM matches the reference solution in the slanted fracture case (b). EDFM cannot 
match the reference solution in both cases because the fracture is of low conductivity.
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not require the meshes for the matrix to conform to the orientation of all fractures in a fractured reservoir. The next section presents the 
application of CPEDFM to a representative Eagle Ford shale stencil with hundreds of natural fractures in different orientations.

Application of CPEDFM to Representative Fractured Eagle Ford Shale
This section uses CPEDFM to simulate a representative Eagle Ford shale with stochastic fractures of different orientations and conduc-
tivity values. Considering the symmetry expected in the numerical solution of multistage fractured horizontal wells with biwing planar 
fractures, we model only a smaller repeatable fraction of the entire fractured well simulation domain. This fraction of the domain of a 
fractured well is referred to as a stencil. Its ability to capture the behavior of a complete system of multiple fractures is demonstrated in 
Olorode et al. (2013). As shown in Fig. 18, the stencil used in the Eagle Ford simulation studies discussed in this section covers a quarter 
of the simulation domain around one fracture stage. To obtain the production rates and volumes for the entire fractured well, we multiply 
these values by the number of times the stencil occurs within the whole system. This allows us to obtain high- resolution simulation results 
for fractured well simulation domains with thousands of fractures.

Table 2 summarizes the model parameters used to simulate the representative Eagle Ford shale well. The composition and binary 
interaction coefficients of the fluid simulated in the Eagle Ford fractured well are summarized in Tables B- 1 and B- 2 of Appendix B. 
Although UOG reservoirs are known to have ultralow matrix permeability values, it could be misleading to assume that all the natural 
fractures in these tight rocks will have high- conductivity values. This is because many of these fractures were mechanically active in the 
past but are no longer active in the current state of in- situ rock stress. In addition, the “critically- stressed- fault hypothesis” indicates that 
mechanically active faults act as fluid flow conduits, while mechanically inactive faults act as flow barriers (Zoback 2010). So, half of the 
150 fractures in the stencil simulated had high conductivity, while the other half had low conductivity. These conductivity values are 
provided in Table 2.

We simulated the fractured Eagle Ford well system for 30 years using EDFM, pEDFM, and CPEDFM. Fig. 19 presents the simulated 
cumulative oil and gas corresponding to these three models. As expected, EDFM overestimates the cumulative production of all the res-
ervoir fluids because it cannot account for the low- conductivity fractures present in the simulation domain. Although pEDFM attempts to 
model these low- conductivity fractures by adding two more nonneighboring connectivities, the fluid still leaks through the partial areas 
projected onto the matrix faces in systems with inclined fractures. This explains why pEDFM overestimates the cumulative production 
compared to CPEDFM for this system, which contains stochastic natural fractures.

The stochasticity of the natural fractures implies that it is practically impossible to generate random fractures that will be exactly par-
allel to one of the spatial coordinates or run exactly through the matrix cell diagonals. So, every stochastic fracture in the simulation 
domain is essentially inclined to varying degrees, leading to errors in the low- conductivity fractures modeled with pEDFM. However, the 
difference between the pEDFM and CPEDFM results in Fig. 19 are negligible because the system simulated is under primary production, 
and the natural fracture networks do not effectively block off the flow of fluids toward the hydraulically fractured well. The fact that half 

Fig. 17—The images in (a) and (b) represent the pressure profiles (in Pa) for the reference and CPEDFM solutions after 15 years. 
These pressure profiles and the plots of oil rate and cumulative oil production in (c) and (d) show that CPEDFM matches the 
reference solution.
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of the stochastic natural fractures are conductive also facilitates the flow of reservoir fluids through the low- conductivity fractures in the 
simulation domain.

Our analysis of the results presented in Fig. 19 reveals that pEDFM overestimates the expected ultimate oil recovery by 2.12% com-
pared to the results from CPEDFM. With an increase in the size and number of sealing fractures in a reservoir, the magnitude of the error 
in the pEDFM model could be much higher. These sealing fractures could also curtail production more significantly during cyclic gas 
enhanced oil recovery, where they could curtail the efficient recovery of oil from certain parts of the reservoir.

Fig. 20 presents the pressure profile after simulating 30 years of production using (a) EDFM, (b) pEDFM, and (c) CPEDFM. As 
expected, we do not see the effect of the sealing of natural fractures near the hydraulic fractures in EDFM. The pEDFM results show some 
sealing effect, but comparing the pressure profile on the outer sides of these sealing fractures to those from CPEDFM indicates a less steep 
drop in pressure in the pEDFM solution. These results again confirm the ability to effectively model sealing fractures of any orientation 

Fig. 18—This image illustrates the stencil used to simulate a representative Eagle Ford fractured well. The hydraulic, sealing, and 
conductive natural fractures are colored yellow, blue, and green, respectively. This stencil is essentially a quarter of the simulation 
domain around one fracture stage.

Input Data Value Unit

Stencil model dimension 492.1×984.3×125.0 ft

Initial reservoir pressure 8,125 psi

Reservoir temperature 270 °F

Reservoir thickness 250.0 ft

Matrix permeability 9×10−7 darcies

Matrix porosity 0.12 –

Hydraulic fracture porosity 0.5 –

Hydraulic fracture half- length 590.6 ft

Hydraulic fracture aperture 3.048 mm

Hydraulic fracture height 150 ft

Hydraulic fracture permeability 1 darcy

Natural fracture aperture 1×10−4 mm

Conductive natural fracture 
permeability

100×10−6 darcies

Sealing natural fracture 
permeability

1×10−12 darcies

Number of fractures per stage 3 –

Cluster spacing 10 m

Well radius 0.1 m

Initial water saturation 0.17 –

Flowing bottomhole pressure 1,000 psi

Number of natural fractures 150 –

Table 2—Parameters used in the simulation of a representative Eagle 
Ford shale well.
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using the proposed CPEDFM model. It is essential to note that the results presented in this section are based on the stencil and have not 
been multiplied by the number of times the stencil occurs in the actual multistage fractured horizontal well system.

Conclusions
This work presents the development and validation of a 3D CPEDFM, enabling fast and accurate modeling of fractured tight reservoirs 
that typically have fractures of different orientations and conductivities. We show that pEDFM yields inaccurate results for low- 
conductivity fractures that are not parallel to the spatial axes because it treats each fracture cell independently, resulting in a discontinuous 
projection of the fracture on the matrix faces. To address this pEDFM limitation, we present a robust algorithm that ensures a continuous 
projection of fractures on matrix faces, as well as the modification of the terms in the pEDFM NNCs.

To demonstrate the accuracy of the proposed CPEDFM model, we verified it by rotating the north- south fracture in the classical inter-
secting fracture problem by 6.5°. We also verified it against a high- resolution reference solution obtained by explicitly modeling a slanted 
sealing fracture with PEBI grids. We compared CPEDFM and pEDFM model results to these reference solutions and confirmed that 
pEDFM cannot account for slanted low- conductivity fractures, whereas CPEDFM can. We demonstrate the practical application of 
CPEDFM to the compositional simulation of the production from a realistic fractured Eagle Ford shale well with stochastic fractures of 
low and high conductivity. The results show that EDFM overestimates the production of reservoir fluids (by ~13%) because it cannot 
account for the low conductivity of the fractures. In contrast, pEDFM slightly overestimates production (by ~2%) because it cannot accu-
rately account for the inclined low- conductivity fractures in the simulation domain. The CPEDFM model presented can enhance our 
understanding of the production of fluids from fractured reservoirs and the injection of fluids like carbon dioxide and hydrogen into 
fractured/faulted subsurface rocks. This improved understanding is essential to efficient and optimal fluid production from or injection 
into these subsurface rocks.

Nomenclature
  Aif?x  =  area of fracture projections along each dimension, L2, m2

 Ap
ij =  projection area, L2, m2

 Annc =  area of a nonneighboring connection, L2, m2

 dnnc =  nonneighboring connection distance, L, m

Fig. 19—The plots of (a)  cumulative oil production and (b)  cumulative gas production for the EDFM, pEDFM, and CPEDFM 
simulations of the fractured Eagle Ford well stencil. It shows that EDFM and pEDFM overestimate production in tight rocks with 
inclined sealing fractures.

Fig. 20—The pressure profile after 30 years of production using (a) EDFM, (b) pEDFM, and (c) CPEDFM. The large slanted natural 
fractures near the hydraulic fractures create a flow barrier that is not captured using EDFM. The pEDFM method tries to capture 
this flow barrier but shows flow leakage that is evident in the lack of contrast between the dark blue and green colors near these 
natural fractures. Conversely, CPEDFM shows the expected sharp contrast in the pressure profile near the location of the flow 
barrier.
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 kf =  fracture permeability, L2, m2

 km =  matrix permeability, L2, m2

 knnc =  permeability of a nonneighboring connection, L2, m2

 Ki =  vapor- liquid equilibrium constant for component i
 R =  residual, M−1L−3, kg−1m−3

 Sα =  saturation of phase, α
 Ti =  half transmissibility, L3, m3

 Tnnc =  transmissibility factor for a nonneighboring connection, L3, m3

 t =  time,T, seconds
 qα =  volumetric flow rate of phase α, L3/T, m3/s
  Exe   =  gridblock sizes in the X-, Y-, and Z- directions, L, m
  Ex  =  X-, Y-, and Z-coordinates, L, m
 xi =  mole- fraction of component, i in the liquid phase
  X

˛
i   =  mass- fraction of component i in phase, α

 Yi =  mass- fraction of component, i in the gas phase
 yi =  mole- fraction of component, i in the gas phase
 Zi =  overall mass- fraction of component, i
  �  =  porosity
 ρ =  density, M/L3, kg/m3

Subscripts
 α =  fluid phase
 f =  fracture
 if =  interaction between matrix cell i and fracture cell f
 i, j =  cell indices
 m =  matrix
 M−M =  interaction between two different host matrix cells
 pM−F =  interaction between a projection matrix and a fracture cell

Superscripts
 k + 1 =  current timestep
 nnc =  nonneighboring connections
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Appendix A—Governing Equations for Compositional Reservoir Simulation
Without accounting for the presence of natural fractures, the governing equations for the mass conservation of each hydrocarbon compo-
nent ( i  in the liquid (l) and vapor (v) phases are given as
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(A- 1)

Similarly, the mass conservation equation for water (w) in the aqueous phase is given as

 
@
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(A- 2)

where  � ,  �˛ ,  S˛ , and  q˛  represent the matrix porosity, mass density, saturation, and volumetric withdrawal/injection rate of phase  ̨  , 
respectively. The symbols  X

l
i  and  X

g
i   represent the mass fractions of component  i  in the liquid and vapor phases, while  Evl  and  Evv  are the 

Darcy velocities for the liquid and vapor hydrocarbon phases, respectively. Note that the division of the source/sink term in Eqs. A- 1 and 
A- 2 by bulk volume  V   is needed for dimensional consistency.

We obtain the phase velocities in Eqs. A- 1 and A- 2 from Darcy’s equation as follows:

 
Ev˛ = �K
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�˛
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(A- 3)

where  �˛  and  K  represent the phase viscosity and absolute matrix permeability, respectively. In the natural variables composition 
approach (Coats 1980), which is used in this work, the primary variables are pressure, vapor, and liquid composition of all but the last 
component, and water saturation (p,  x

l
1 , x

g
1 ,  x

l
n�1 ,  x

g
n�1 , and  Sw ), respectively. The auxiliary thermodynamic equations and constraints 

needed for compositional simulation are summarized as follows:

 fgi (p,T, y1, : : : , yn) � fli(p, T, x1, : : : , xn) = 0, for i 2 1, : : : , nc,  (A- 4)
 zi � Lxi � (1 � L)yi = 0, for i 2 1, : : : , nc,  (A- 5)

 
Pnc

i=1 xi = 1, for i 2 1, : : : , nc,  (A- 6)

 
Pnc

i=1 yi = 1, for i 2 1, : : : , nc,  (A- 7)
 Sw + Sl + Sv = 1.0.  (A- 8)

In these equations,  f
g
i   and  f

l
i  are the fugacities of each component in the gas and liquid phases, respectively. Eq. A- 4 ensures that the 

fugacity of each component in the vapor phase is equal to that of the same component in the liquid phase (which is required at chemical 
equilibrium), Eq. A- 5 ensures that the sum of the number of moles of each component in the liquid and gas phases is equal to its corre-
sponding overall composition, while Eqs. A- 6 through A- 8 ensure that all mole fractions and saturations sum up to one.

We use the Peng- Robinson equation of state (Peng and Robinson 1976) to compute the fugacities and phase compressibility factors 
( Zg  and  Zl ). Firoozabadi (2015) provides more details on the equation of state, flash procedure, and the equations to compute the fugaci-
ties and compressibility factors. To solve the continuous equations in Eqs. A- 1 and A- 2 numerically, we first perform a temporal discret-
ization using the backward Euler scheme as follows:
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(A- 10)

In the above equations,  n + 1  represents the current timestep, while  n  represents the previous timestep. Note that all other terms without 
these superscripts are evaluated at the current timestep. We then discretize the space flux terms using the finite volume method with two- 
point flux approximation (TPFA). The TPFA method involves integrating Eqs. A- 9 and A- 10 over a control volume, after which the 
divergence theorem is applied. In this work, we use the discrete divergence (div) and gradient (grad) operators, which are discussed in the 
MATLAB reservoir simulation book (Lie 2019) and implemented as functions in the MATLAB reservoir simulation toolbox (MRST). 
The resulting discretized form of Eqs A- 9 and A- 10 can be written as
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and
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(A- 12)

where

 Ev˛ = �Tik�
n+1
˛

�
grad(pn+1˛ ) � �n+1

˛ g grad(z)
�
,  (A- 13)

 Tik =
h
T�1
i,k + T�1

k,i

i�1
,  (A- 14)

and

 
Ti,k = Ai,kKi

Eci,k � Eni,k
|Eci,k|2

.
  

(A- 15)

Here,  V   and  Ai,k   refer to the cell volumes and face areas, respectively. The symbol  Eni,k   is the unit normal in the direction from the 
centroid of cell  i  toward the face between cells  i  and  k  , while  Eci,k   is the vector from the cell centroid to the face centroid. Additionally,  Tik   
is face transmissibility, while  Ti,k   is the contribution of a cell to face transmissibility. This transmissibility ( Ti,k  ) is a half- transmissibility 
because a pair of cells contribute to the transmissibility of each face in the TPFA formulation. Note that the temporal and spatial discret-
izations of the continuous partial differential equations lead to a mass imbalance, which is represented by the residual ( R ) in Eqs. A- 9 
through A- 12. The Newton- Raphson method involves applying the Taylor expansion to the residual at the current timestep and current 
Newtonian iteration to obtain

 
@Rk+1

@X
�X = �Rk+1(X),

  
(A- 16)

where  X   denotes the primary variables. The matrix that contains the partial derivatives of the residuals with respect to each of these pri-
mary variables ( 

@Rk+1
@X  ) is referred to as the Jacobian matrix. The setup of this matrix is facilitated using automatic differentiation in MRST, 

and more details on the solution of the system of equations for compositional flow are provided in Møyner and Tchelepi (2017).

Appendix B—Compositional Fluid Data
Tables B- 1 and B- 2 provide compositional data inputs for a representative Eagle Ford shale oil reservoir.

Components
Components Mole 

Fraction
Critical 

Pressure (atm)
Critical 

Temperature (K)

Critical 
Volume (L/

mol)
Molar Weight 

(g/gmol)
Acentric 
Factor

Parachor 
Coefficient

CO2 0.01183 72.80 304.20 0.0940 44.01 0.225 78.01

N2 0.00161 33.50 126.20 0.0895 28.01 0.040 41.0

C1 0.11541 45.40 190.6 0.0990 16.04 0.008 77.0

C2–C5 0.26438 36.5 274.74 0.2293 52.02 0.1723 171.07

C6–C10 0.38089 25.08 438.68 0.3943 103.01 0.2839 297.42

C11+ 0.22588 17.55 740.29 0.8870 267.15 0.6716 661.45

Table B- 1—Compositional data for Eagle Ford shale formation, culled from Yu et al. (2019).
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Components CO2 N2 C1 C2–C5 C6–C10 C11+

CO2 0 0.02 0.1030 0.1299 0.15 0.15

N2 0.02 0 0.031 0.082 0.12 0.12

C1 0.1030 0.031 0 0.0174 0.0462 0.111

C2- C5 0.1299 0.082 0.0174 0 0.0073 0.0444

C6–C10 0.15 0.12 0.0462 0.0073 0 0.0162

C11+ 0.15 0.12 0.111 0.0444 0.0162 0

Table B- 2—Binary interaction coefficients for Eagle Ford shale 
formation, culled from Yu et al. (2019).
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